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Sus Honjo - “The Giant”
Teacher, mentor, shipmate, 
colleague, friend...

Visionary scientist, tool 
maker, global thinker, 
humanitarian, entrepreneur...
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Outline
๏ Thanks and Disclosures

๏ Anthropogenic Global Warming & Climate Change - An Overview

๏ “The Tragedy of the Commons” - Who’s Responsible?

๏ “The Prisoner’s Dilemma” - The Struggle for Global Cooperation

๏ “On Civil Disobedience” - Every Scientist’s Personal Dilemma

๏ Carbon “Seaquestration” - Buying Time?

๏ Get Involved - Take Action! - “What can I do?”
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Anthropogenic Global Warming & 
Climate Change - An Overview

๏ The Carboniferous Period in Instantaneous Reverse

๏ An Inconvenient Truth - The Global Wake-Up Call

๏ Storms of My Grandchildren - The Book Everyone Should Read

๏ Global Warming's Terrifying New Math - Three simple numbers that add 
up to global catastrophe - and that make clear who the real enemy is

๏ Chasing Ice - The “Extreme Ice Survey” movie

๏ Climate Update - March 2013
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The Carboniferous Period in 
Instantaneous Reverse

๏ The Carboniferous was the geologic period between 360 and 300 million 
years ago during which most of Earth’s coal deposits were formed

๏ Beginning with the Industrial Revolution in ~1760, the world started 
burning this coal, and later oil and gas, converting them back into 
atmospheric CO2 where it all started

๏ The Problem:  Deposition took 60+ million years, but the burning only 
250 years...

๏ We have instantaneously returned all that CO2 to the atmosphere!
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The Carboniferous Period in 
Instantaneous Reverse

๏ Why does all that extra CO2 matter?

๏ CO2 is a “greenhouse” gas

๏ CO2 absorbs incoming solar energy and warms the atmosphere

๏ CO2 also dissolves in the oceans, lowering the pH and making it more 
acidic

๏ Which then dissolves the shells of many marine organisms
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Roger Revelle
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An Inconvenient Truth
A Global Wake-Up Call - but not without controversy
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James E. Hansen
Columbia University

NASA Goddard Institute for Space Studies
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Bill McKibben

Global Warming's Terrifying New Math - 
Three simple numbers that add up to 
global catastrophe - and that make 

clear who the real enemy is

JULY 19, 2012
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Global Warming's Terrifying New Math
๏ 2˚C - the amount that average global temperature can rise without 

catastrophic changes in climate (it has already risen by 0.8˚C)

๏ 565 Gigatons - the estimated amount of additional CO2 that the world 
can release to the atmosphere by mid-century and still remain below the 
2˚C limit

๏ 2,795 Gigatons - amount of known coal, oil and gas reserves (5X the 
allowable 2˚C limit!)

๏ Conclusion:  We must leave the bulk of these reserves in the ground and 
never burn them!

๏ Problem:  Those fossil fuel reserves are valued at $27 trillion!
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Climate change prediction: Erring on the side of least drama?

Keynyn Brysse a,*, Naomi Oreskes b, Jessica O’Reilly c, Michael Oppenheimer d

a Program in Science, Technology and Society, Office of Interdisciplinary Studies, University of Alberta, Canada
b History and Science Studies, University of California, San Diego, United States
c Department of Sociology, College of St. Benedict/St. John’s University, United States
d Department of Geosciences and Woodrow Wilson School of Public and International Affairs, Princeton University, United States

1. Introduction

Over the past two decades, skeptics of the reality and
significance of anthropogenic climate change have frequently
accused climate scientists of ‘‘alarmism’’: of over-interpreting or
overreacting to evidence of human impacts on the climate system
(e.g., Singer, 1989, 2000, 2008; Singer and Idso, 2009; Bradley,
1993). Often it is alleged that the motivation for such exaggeration
is to gain media attention and funding for research, suggesting that
scientists’ human desire for attention and practical need for
funding biases them toward exaggerating threats (Michaels, 2009,
2010). Some extreme skeptics have gone so far as to declare global
warming a ‘‘deception’’ and even a ‘‘hoax’’ (Inhofe, 2003; Ismail,
2010; Bell, 2011; Jeffrey, 2011). Paradoxically, since the release of
the Fourth Assessment Report (AR4) of the Intergovernmental
Panel on Climate Change (IPCC) such claims have become more
frequent, even as the quantity, quality, and diversity of relevant

scientific information supporting anthropogenic climate change
has vastly increased (Singer and Avery, 2007; Johnson, 2008, 2009;
Singer and Idso, 2009; Glover and Economides, 2010; Ismail, 2010;
MacRae, 2010; Michaels and Balling, 2009; Surhone et al., 2010;
Bell, 2011; Jeffrey, 2011).

Given these gains in knowledge, and that scientists have been
making specific projections regarding the likely outcomes of
increased atmospheric concentrations of greenhouse gases since
the late 1980s, it is possible to begin to assess whether scientists
have over- or under-predicted such outcomes. That is to say, it is
possible to evaluate claims of exaggeration and alarmism, and to
ask whether the available empirical evidence supports such claims
or not. If not, it would be timely to consider factors, including social
and cultural ones, which might lead scientists to the opposite
behavior: not to exaggerate threats and over-interpret their data,
but rather to minimize threats and interpret their data in a
conservative way.

In this paper, we suggest that such a factor may exist, and that
scientists are biased not toward alarmism but rather the reverse:
toward cautious estimates, where we define caution as erring on the
side of less rather than more alarming predictions. We argue that the
scientific values of rationality, dispassion, and self-restraint tend to
lead scientists to demand greater levels of evidence in support of
surprising, dramatic, or alarming conclusions than in support of
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A B S T R A C T

Over the past two decades, skeptics of the reality and significance of anthropogenic climate change have
frequently accused climate scientists of ‘‘alarmism’’: of over-interpreting or overreacting to evidence of
human impacts on the climate system. However, the available evidence suggests that scientists have in
fact been conservative in their projections of the impacts of climate change. In particular, we discuss
recent studies showing that at least some of the key attributes of global warming from increased
atmospheric greenhouse gases have been under-predicted, particularly in IPCC assessments of the
physical science, by Working Group I. We also note the less frequent manifestation of over-prediction of
key characteristics of climate in such assessments. We suggest, therefore, that scientists are biased not
toward alarmism but rather the reverse: toward cautious estimates, where we define caution as erring
on the side of less rather than more alarming predictions. We call this tendency ‘‘erring on the side of
least drama (ESLD).’’ We explore some cases of ESLD at work, including predictions of Arctic ozone
depletion and the possible disintegration of the West Antarctic ice sheet, and suggest some possible
causes of this directional bias, including adherence to the scientific norms of restraint, objectivity,
skepticism, rationality, dispassion, and moderation. We conclude with suggestions for further work to
identify and explore ESLD.
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A Reconstruction of Regional
and Global Temperature for
the Past 11,300 Years
Shaun A. Marcott,1 Jeremy D. Shakun,2 Peter U. Clark,1 Alan C. Mix1

Surface temperature reconstructions of the past 1500 years suggest that recent warming is
unprecedented in that time. Here we provide a broader perspective by reconstructing regional
and global temperature anomalies for the past 11,300 years from 73 globally distributed
records. Early Holocene (10,000 to 5000 years ago) warmth is followed by ~0.7°C cooling
through the middle to late Holocene (<5000 years ago), culminating in the coolest temperatures
of the Holocene during the Little Ice Age, about 200 years ago. This cooling is largely
associated with ~2°C change in the North Atlantic. Current global temperatures of the past
decade have not yet exceeded peak interglacial values but are warmer than during ~75% of
the Holocene temperature history. Intergovernmental Panel on Climate Change model projections
for 2100 exceed the full distribution of Holocene temperature under all plausible greenhouse
gas emission scenarios.

Placing present climate into a historical per-
spective beyond the instrumental record is
important for distinguishing anthropogenic

influences on climate from natural variability (1).
Proxy-based temperature reconstructions of the
past 1500 years suggest that the warming of
the past few decades is unusual relative to pre-
anthropogenic variations (2, 3), but whether re-
cent warming is anomalous relative to variability
over the entirety of the Holocene interglaciation
(the past 11,500 years) (4) has yet to be established.

The 73 globally distributed temperature re-
cords used in our analysis are based on a variety
of paleotemperature proxies and have sampling
resolutions ranging from 20 to 500 years, with a
median resolution of 120 years (5). We account
for chronologic and proxy calibration uncertain-
ties with a Monte Carlo–based randomization
scheme (6). Our data set exhibits several impor-
tant strengths, as well as limitations, as compared
to global and hemispheric reconstructions of the
past 1500 years (2, 3, 7, 8). For example, whereas
reconstructions of the past millennium rapidly
lose data coverage with age, our coverage in-
creases with age (Fig. 1, G and H). Published re-
constructions of the past millennium are largely
based on tree rings and may underestimate low-
frequency (multicentury-to-millennial) variability
because of uncertainty in detrending (9) [although
progress is beingmade on this front (10)], whereas
our lower-resolution records are well suited for
reconstructing longer-term changes. Terrestrial re-
cords dominate reconstructions of the past mil-
lennium, whereas our stack is largely derived
from marine archives (~80%). Unlike the recon-
structions of the past millennium, our proxy data

are converted quantitatively to temperature before
stacking, using independent core-top or laboratory-
culture calibrations with no post-hoc adjustments
in variability.

We took the 5° × 5° area-weightedmean of the
73 records to develop a global temperature stack
for the Holocene (referred to as the Standard5×5
reconstruction) (Fig. 1, A andB). To compare our
Standard5×5 reconstruction with modern clima-
tology, we aligned the stack’s mean for the in-
terval 510 to 1450 yr B.P. (where yr B.P. is years
before 1950 CE) with the same interval’s mean of
the global Climate ResearchUnit error-in-variables
(CRU-EIV) composite temperature record (2),
which is, in turn, referenced to the 1961–1990
CE instrumental mean (Fig. 1A). We then as-
sessed the sensitivity of the temperature recon-
struction to several averaging schemes, including
an arithmetic mean of the data sets, a 30° ×30°
area-weighted mean, a 10° latitudinal weighted
mean, and a calculation of 1000 jackknifed stacks
that randomly exclude 50% of the records in each
realization (Fig. 1, C andD, and fig. S4). Although
some differences exist at the centennial scale
among the various methods (Fig. 1, C and D),
they are small (<0.2°C) for most of the recon-
structions, well within the uncertainties of our
Standard5x5 reconstruction, and do not affect the
long-term trend in the reconstruction.

In addition to the previously mentioned av-
eraging schemes, we also implemented the RegEM
algorithm (11) to statistically infill data gaps in
records not spanning the entire Holocene, which
is particularly important over the past several cen-
turies (Fig. 1G). Without filling data gaps, our
Standard5×5 reconstruction (Fig. 1A) exhibits
0.6°C greater warming over the past ~60 yr B.P.
(1890 to 1950 CE) than our equivalent infilled
5° × 5° area-weighted mean stack (Fig. 1, C and
D). However, considering the temporal resolution
of our data set and the small number of records
that cover this interval (Fig. 1G), this difference is
probably not robust. Before this interval, the gap-

filled and unfilled methods of calculating the
stacks are nearly identical (Fig. 1D).

Because the relatively low resolution and time-
uncertainty of our data sets should generally sup-
press higher-frequency temperature variability, an
important question is whether the Holocene stack
adequately represents centennial- or millennial-
scale variability. We evaluated this question in
twoways. First, we generated a single mean zero,
unit variance white-noise time series and used it
in place of our 73 records. The white-noise re-
cords were then perturbed through Monte Carlo
simulations using the resolution and chronolog-
ical uncertainty specific to each proxy record as
well as a common 1°C proxy uncertainty. We
composited a Standard5x5 global stack from these
synthetic records and calculated the ratio between
the variances of the stack and the input white
noise as a function of frequency to derive a gain
function. The results suggest that at longer pe-
riods, more variability is preserved, with essen-
tially no variability preserved at periods shorter
than 300 years, ~50% preserved at 1000-year pe-
riods, and nearly all of the variability preserved
for periods longer than 2000 years (figs. S17 and
S18). Second, spectral analysis indicates that the
variance of the Holocene proxy stack approaches
that of the global CRU-EIV reconstruction of the
past 1500 years (2) at millennial time scales and
longer (figs. S20 and S23).

Our global temperature reconstruction for the
past 1500 years is indistinguishable within uncer-
tainty from the Mann et al. (2) reconstruction;
both reconstructions document a cooling trend
from a warm interval (~1500 to 1000 yr B.P.) to a
cold interval (~500 to 100 yr B.P.), which is ap-
proximately equivalent to the Little Ice Age (Fig.
1A). This similarity confirms that published tem-
perature reconstructions of the past twomillennia
capture long-term variability, despite their short
time span (3, 12, 13). Our median estimate of this
long-term cooling trend is somewhat smaller than
in Mann et al. (2) though, which may reflect our
bias toward marine and lower-latitude records.

The Standard5x5 reconstruction exhibits ~0.6°C
of warming from the early Holocene (11,300 yr
B.P.) to a temperature plateau extending from
9500 to 5500 yr B.P.. This warm interval is fol-
lowed by a long-term 0.7°C cooling from 5500 to
~100 yr B.P. (Fig. 1B). Extratropical Northern
Hemisphere sites (30° to 90°N), in particular from
the North Atlantic sector, contribute most of the
variance to the global signal; temperatures in this
region decrease by ~2°C from 7000 yr B.P. to
~100 yr B.P. (Fig. 2H). By comparison, the low
latitudes (30°N to 30°S) exhibit a slight warming
of ~0.4°C from 11,000 to 5000 yr B.P., with tem-
perature leveling off thereafter (Fig. 2I), whereas
the extratropical Southern Hemisphere (30°S
to 90°S) cooled ~0.4°C from about 11,000 to
7000 yr B.P., followed by relatively constant
temperatures except for some possible strongmul-
ticentennial variability in the past 2500 years (Fig.
2J). The Southern Hemisphere is represented by
fewer data sets (n = 11) than the equatorial (n = 33)

1College of Earth, Ocean, and Atmospheric Sciences, Oregon
State University, Corvallis, OR 97331, USA. 2Department of
Earth and Planetary Sciences, Harvard University, Cambridge,
MA 02138, USA.
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Jiangxi province, 
China, 2009.

AFTER KYOTO
O

SPECIAL 
ISSUE

In this special issue, Nature examines the end of the 1997 
Kyoto climate treaty — and the path ahead.

29 NOVEMBER 2012 | VOL 491 | NATURE | 653 
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agreed to limit their emissions, something that they had objected to 
doing before the developed world acted. By the time the Kyoto Protocol 
came into force in February 2005, the United States had pulled out. The 
remaining signatories — 37 developed nations and economies in tran-
sition — pledged to reduce their greenhouse-gas emissions from 1990 
levels by an average of 4.2% in the period from 2008 to 2012. 

As that window closes, the countries that stuck with the treaty can 
claim some success. Overall, they met their target with room to spare, 
cutting their collective emissions by around 16%. But most of those cuts 
came with little or no effort, because of the collapse of greenhouse-gas 

HOT AIR
B Y  Q U I R I N  S C H I E R M E I E R

1990
Global  
emissions:

22.7
billion 
tonnes 
of CO2

1997
Global  
emissions:

24.4
billion 
tonnes 
of CO2

2011
Global  
emissions:

33.9
billion 
tonnes 
of CO2

Kyoto 
Protocol 

agreed

Commitments made under the 
Kyoto climate treaty expire at the 

end of 2012, but emissions are 
rising faster than ever. 
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AWASH IN 
CARBON

GLOBAL ENERGY 
BANQUET
In 2011, the globe 
consumed the equivalent 
of 12,275 million tonnes 
of oil. Figures for the top 
50 nations show how 
important fossil fuels 
remain; they supplied 
87% of the world’s 
energy.

More than ever, 
nations are powering 
themselves from 
abundant supplies  
of fossil fuels. 
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Taichung Power Plant - Taiwan
๏ 10 units @ 550MW 

each

๏ 12 million ton/yr 
bituminous coal

๏ 2.5 million ton/yr 
sub-bituminous coal

๏ World’s largest CO2 
producer
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ENVIRONMENT Mercury treaty 
struggles with clean-up 
costs p.144

MATERIALS Technology from 
old TVs offers way to light up 
nanostructures p.143

NEUROSCIENCE How ‘number 
blindness’ hampers 

learning p.150

BIOMEDICINE Prospects 
brighten for induced 
stem-cell therapies p.145

B Y  R I C H A R D  V A N  N O O R D E N

With its carbon-trading market and 
tough emissions targets, Europe 
plays the part of responsible adult 

at climate-policy negotiations. But in a grow-
ing blemish on its low-carbon image, the 
region has fallen behind North America in 
the slow crawl to demonstrate systems for  
capturing greenhouse-gas emissions from 
power plants and industry — even as it 
increases its use of coal.

Announcements made just before Christ-
mas underlined Europe’s troubles in launch-
ing large carbon capture and storage (CCS) 
projects. A European Commission fund set 
up two years ago in part to support CCS could 
not find a single scheme to finance, and instead 
gave €1.2 billion (US$1.6 billion) to renewable-

energy projects. And in 
a mortifying side note, 
the International Energy 
Agency (IEA) noted that 
as the switch from coal 

to shale gas in the United States lowers the 
price of coal, Europe — where gas is expen-
sive — is burning more of this dirtier fuel. “It is 
hugely embarrassing for Europe’s inter national 
standing on climate,” says Vivian Scott, who 
studies the role of CCS in climate policy at the 
University of Edinburgh, UK.

Admittedly, no country is finding CCS easy 
to fund. The technology to sieve carbon diox-
ide from exhaust gases has been demonstrated 
on a small scale, and four large projects have 
successfully stored the gas underground. 

C L I M AT E

Europe’s untamed carbon
Funding and politics hobble CCS technology, seen as the best hope for cleaning up coal.

The Belchatow power station in Poland is Europe’s largest coal-burning plant, but plans to capture carbon dioxide from it are in limbo.
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To read more about 
CCS, see:
go.nature.com/enhtkr
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The Kyoto approach 
has failed

Abandon coal, price carbon consumption and look to new technologies 
for a lasting solution to global emissions, argues Dieter Helm.

T

Around 80% of China’s electricity generation is coal-fired. 
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The ‘shale revolution’ — the extraction 
of gas and oil from previously inacces-
sible reservoirs — has been declared an 

energy game changer. It is offsetting declines 
in conventional oil and gas production, with 
shale gas being heralded as a transition fuel 
to a low-carbon future, and shale oil as being 
capable of reinstating the United States as the 
largest oil producer in the world, eliminating 
the need for foreign imports.

These heady claims have been largely 
accepted by government forecasters, includ-
ing the International Energy Agency1 and 
the US Energy Information Administration 
(EIA). The oil firm BP predicts that produc-
tion of shale gas will treble and shale oil — 
also known as ‘tight oil’ — will grow sixfold 
from 2011 levels by 2030 (ref. 2). 

The claims do not stand up to scrutiny. In a 
report published this week by the Post Carbon 
Institute3 in Santa Rosa, California, I analyse 
30 shale-gas and 21 tight-oil fields (or ‘plays’) 
in the United States, and reveal that the shale 
revolution will be hard to sustain. The study 
is based on data for 65,000 shale wells from 
a production database that is widely used in 
industry and government. It shows that well 
and field productivities exhibit steep declines. 
Production costs in many shale-gas plays 
exceed current gas prices, and maintaining 
production requires ever-increasing drilling 
and the capital input to support it. 

Although the extraction of shale gas and 
tight oil will continue for a long time at some 
level, production is likely to be below the 
exuberant forecasts from industry and gov-
ernment. I see supplies of shale gas declining 
substantially in the next decade unless prices 
rise considerably. A more realistic debate 
around shale gas and tight oil is urgently 
needed — one that accounts for the funda-
mentals of production in terms of sustain-
ability, cost and environmental impact.

SHALE GAS
Two technologies — horizontal drilling cou-
pled with large-scale, multi-stage hydraulic 
fracturing (fracking) — have made it pos-
sible to extract hydrocarbons trapped in 
impermeable rocks (see Nature 477, 271–
275; 2011). In 2004, less than 10% of US wells 
were horizontal; today, the figure is 61%. 

Most shale-gas production worldwide is in 
North America, although pilot projects are 
being conducted in many countries. Produc-
tion has been on a plateau since early 2012 
after a period of sharp growth. Shale gas 
has risen from about 2% of US gas produc-
tion in 2000 to nearly 40% in 2012 (ref. 3); 
overall US gas production grew by 25% over 
the same period. The resulting supply glut 
drove US gas prices down severely. Prices 
have since recovered slightly but remain too 
low for many shale-gas plays without liquids 
production to be economically viable.

Large-scale shale-gas production was 

A reality check on the 
shale revolution

The production of shale gas and oil in the 
United States is overhyped and the costs are 

underestimated, says J. David Hughes. 
2 1  F E B R U A R Y  2 0 1 3  |  V O L  4 9 4  |  N A T U R E  |  3 0 7

COMMENT

Gas being burnt off at the Bakken shale oil field in North Dakota as a by-product of oil extraction.
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Mountaintop Removal - Appalachia

Keystone Pipeline - Alberta Tar Sands
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PERSPECTIVES

The Closing Door of Climate Targets

CLIMATE CHANGE

Thomas F. Stocker

The linear relationship between cumulative 

carbon emissions and global climate warming 

implies that as mitigation is delayed, climate 

targets become unachievable.

the action of glucocorticoid and mineralocor-
ticoid (a steroid hormone so-named because 
it controls fl uid homeostasis) receptors in 
diverse functions is a dependence on other 
mediators and ongoing cellular processes. 
For example, activation of these receptors in 
the brain is associated with the release of the 
neurotransmitter glutamate ( 8– 10) as well as 
the release of endocannabinoids, lipids that 
modulate appetite, mood, and memory ( 11, 
 12). These hormones also act on receptors 
that translocate to the mitochondria to con-
trol calcium buffering ( 13). Glucocorticoids 
support neuronal synapses ( 14), dendritic 
growth ( 15), and neuronal plasticity (16), 
suggesting a role in maintaining a dynamic 
brain architecture. Moreover, glucocorticoid 
action on some processes involves concur-
rent activity of other mediator systems, such 

as oxytocin for neurogenesis ( 17) and adren-
ergic mechanisms for learning ( 18).

Clearly, our understanding of the com-
plex and widespread actions of adrenal ste-
roid hormones throughout the developing 
and adult nervous system is at an early stage. 
The fi nding that these hormones play a role in 
the discrete specifi cation of neuronal circuits 
in the brain and behavioral outcomes point to 
potential therapeutic approaches that could 
intervene and restore normal behaviors. 
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R
obust evidence from a range of cli-
mate–carbon cycle models shows 
that the maximum warming relative 

to pre-industrial times caused by the emis-
sions of carbon dioxide is nearly proportional 
to the total amount of emitted anthropogenic 
carbon ( 1,  2). This proportionality is a rea-
sonable approximation for simulations cov-
ering many emissions scenarios for the time 
frame 1750 to 2500 ( 1). This linear relation-
ship is remarkable given the different com-
plexities of the models and the wide range of 
emissions scenarios considered. It has direct 
implications for the possibility of achieving 
internationally agreed climate targets such as 
those mentioned in the Copenhagen Accord 
and the Cancun Agreements ( 3,  4). Here I 
explain some of the implications of the linear 
relationship between peak warming and total 
cumulative carbon emissions.

The considerations presented here are 
based on the assumption of a generic set 
of carbon dioxide emissions scenarios that 
reasonably approximate what is presently 
observed and what needs to be done to limit 
warming below a specifi c global mean tem-
perature increase. In these idealized and illus-
trative emissions scenarios (see the Box), 
emissions follow an exponential increase 

with a constant rate until a given year, after 
which the emissions decrease exponentially 
at a constant rate. The scenarios delineate the 
boundaries for any discussion and decision 
process for global measures limiting anthro-
pogenic climate change.

Results from a large number of Earth 
system model simulations suggest that peak 
warming, ∆T, and cumulative CO2 emis-
sions, C∞, are nearly linearly related via the 
parameter β, which is the peak response to 
cumulative emissions (see  Eq. 3 in the Box). 

The value of β is estimated to be between 
1.3° and 3.9°C per trillion metric tons of car-
bon (1 TtC = 1018 g carbon) ( 1). The uncer-
tainty in β arises from the range of climate 
sensitivities and carbon cycle feedbacks 
in the models. More recent estimates of a 
closely related quantity, the transient climate 
response to cumulative emissions, take into 
account observational constraints and report 
1.0° to 2.1°C (TtC)–1 ( 2). However, this 
quantity is less useful here because warm-
ing can still continue when emissions stop. 
This warming is better captured by the peak 
response to cumulative emissions.

For a given β, the peak warming is deter-
mined by three quantities in these simple sce-
narios: the current rate of emissions increase, 
the starting time of the Global Mitigation 
Scheme (GMS), and the rate of emissions 
reduction realized by the GMS. The latter two 
depend on future choices and are therefore 
policy-relevant. As shown in the fi rst fi gure, 
a delay in the start of the GMS results in a 
rapid increase in ∆T as a result of the contin-
ued exponential increase in emissions before 
the start of mitigation. Likewise, for a given 
starting date of mitigation, achieving a low 
climate target calls for very aggressive emis-
sion decreases. For example, under the pres-
ent illustrative assumptions, keeping CO2-
induced global warming below 2°C would 
require emissions reductions of almost 3.2% 
per year from 2020 onward; this is more than 
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Oeschger Centre for Climate Change Research, University 
of Bern, 3012 Bern, Switzerland. E-mail: stocker@climate.
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Contours of peak warming. Contours of peak CO2-
induced warming (as given by  Eq. 3 in the Box) as 
a function of the starting date of the GMS and the 
implemented reduction rate of emissions. Parame-
ters are C0 = 530 GtC, E0 = 9.3 GtC per year, β = 2°C 
(TtC)–1, and r = 1.8% per year. The later the GMS 
starts, the higher the required emissions reduction 
rate is for a given peak warming.
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C L I M AT E  C H A N G E 

All in the timing
How influential are the various factors involved in curbing global warming?  
A study finds that the timing of emissions reduction has the largest impact on  
the probability of limiting temperature increases to 2 °C. S L .79

S T E V E  H A T F I E L D - D O D D S

Climate science sometimes seems to have 
overtaken economics as the most dis-
mal science. But a study by Rogelj et al. 

on page 79 of this issue1 might just change that. 
The authors quantify the importance of five 
‘uncertainties’ that are thought to influence 
the chance of limiting global temperatures 
to different levels, using a suite of models to 
generate around 500 scenario variations. They 
find that the timing of international action to 
limit emissions has by far the largest impact. 
Furthermore, the models show that the impact 
of timing is highly nonlinear, and that delay-
ing emissions limits by only five years, from 
2020 to 2025, would dramatically cut the likeli-
hood of limiting warming to 2 °C. The findings 
should help to make risks and consequences 
more transparent, and thereby support better-
informed economic and political decisions. 

The five major uncertainties assessed by 
Rogelj and colleagues were the following: the 
responsiveness of the physical climate system 
to cumulative emissions; the deployment of 
energy- and land-based emission-reduction 
technologies; the global demand for energy 
(which includes combined uncertainties 

about population, income growth and energy 
efficiency); the global carbon price that the 
international community is willing to impose; 
and the timing of substantive action to limit 
emissions (phased in from 2010). The analysis 
covers limiting the temperature in 2100 to 1.5, 
2, 2.5 and 3 °C above pre-industrial levels, with 
a focus on 2 °C. 

These scenario comparisons revealed  
timing of global action to be the uncertainty 
with the greatest effect. For example, the 
authors find that bringing forward global 
action on emissions from 2020 to 2015 would 
improve the chance of limiting temperatures 
to 2 °C from 56% to 60%, all else being equal. 
To put this another way, achieving the same 
60% chance of success with action starting 
in 2020 would require a 2020 carbon price of 
around US$150 per tonne of carbon dioxide 
equivalent (CO2e) — more than double the 
$60 per tonne CO2e required if action begins in 
2015. However, delaying emissions limits from 
2020 to 2025 would bring the chance of suc-
cess down to 34%, and the authors found no 
scenario in which a feasible increase in carbon 
price or improvements in energy technology 
could make up for these five years of delay.  

Geophysical uncertainties are the next most 

would be interesting to know whether ions or 
small molecules can traverse this pore, because 
presenilin has been reported to act as a calcium 
channel10. Alternatively, the pore might be 
plugged by a lipid or other small molecules in 
the membrane.

Another surprise is that the protein asso-
ciates to form tetramers (composed of four 
mmPSH units), although the functional sig-
nificance of this finding is unclear. It has been 
suggested that several units of presenilin might 
be present in the γ-secretase complex, but such 
an oligomeric arrangement is not required for 
catalysis11. Nevertheless, a tetrameric organiza-
tion of signal peptide peptidases and preseni-
lins cannot be ruled out, and the new structure 
will allow the design of specific experiments to 
test its relevance.

The mmPSH structure also suggests how a 
substrate protein might interact with the pro-
tease and gain access to the active site. This is 
an especially complicated issue for proteases 
embedded in the membrane: the cleavage site 
is within the substrate’s TMD, and the water-
containing active site is protected from the 
water-repellent environment of the membrane. 
The substrate, which is restricted to movement 
in two dimensions within the membrane, must 
therefore first interact with the outer surface of 
the protease before gaining access to the inter-
nal active site. The route of substrate entry in 
mmPSH is apparently between TMD6 and 
TMD9, which is consistent with previous 
research6 on the interaction of substrates with 
human γ-secretase.

However, the new crystal structure requires 
some conformational adjustment for the 
catalytic aspartates to be properly aligned 
and close enough to interact with each other 
and to activate water for substrate cleavage. 
The authors suggest that interaction with the 
substrate may lead to correct alignment of the 
aspartates. This is a realistic possibility, but 
another is that the protease must be embedded 
in membranes of appropriate lipid composi-
tion or be solubilized by activity-supporting 
detergents. In any event, the reported structure 
is only one stable conformation of a preseni-
lin protease, and future crystal structures that 
capture other conformations might provide a 
clearer sense of protease dynamics and sub-
strate inter action. This is what happened for  
rhomboid enzymes12 and site-2 proteases3.

Li et al. also tried to provide more-specific 
insights into human presenilin, particularly 
into how mutations that cause Alzheimer’s 
might affect protease activity. First, they built 
a structural model of human presenilin, based 
on the mmPSH structure. Then they created 
several mmPSH variants containing specific 
changes in amino-acid residues that mirrored 
disease-causing mutations, and explained the 
resultant effects on enzyme activity on the 
basis of the position of these mutations in their 
human presenilin model.

Despite reasonable similarity between the 

two proteins, this is the point at which the 
limitations of extrapolating from the micro-
bial protease to human presenilin in active 
protease complexes are reached. The effects 
of the mutations in mmPSH varied: some 
reduced or abolished activity, others did not. 
The relevance of this result is debatable, given 
that the consistent effect of the mutations in 
human presenilin is to increase the proportion 
of longer amyloid-β peptides with a higher  
tendency to form aggregates (a process asso-
ciated with Alzheimer’s disease), and not a 
reduction of overall protease activity, although 
this can occur with some mutations13,14.

Despite these caveats, the mmPSH struc-
ture provides clear insight into the nature and 
function of membrane-embedded aspartyl 
proteases. The microbial protein is likely to 
have the same basic fold and core structure as 
human presenilins, so Li and colleagues’ work 
opens up a whole new horizon that should 
ultimately lead to a detailed understanding of 
human presenilins and of the entire γ-secretase 
complex. Such understanding should lead to 
specific ideas about how disease-causing 

mutations alter function, and how small  
molecules might be designed for safe and  
effective treatment of Alzheimer’s disease. ■
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Probabilistic cost estimates for climate change
mitigation
Joeri Rogelj1,2, David L. McCollum2, Andy Reisinger3, Malte Meinshausen4,5 & Keywan Riahi2,6

For more than a decade, the target of keeping global warming below
2 6C has been a key focus of the international climate debate1. In
response, the scientific community has published a number of
scenario studies that estimate the costs of achieving such a target2–5.
Producing these estimates remains a challenge, particularly because
of relatively well known, but poorly quantified, uncertainties,
and owing to limited integration of scientific knowledge across
disciplines6. The integrated assessment community, on the one
hand, has extensively assessed the influence of technological and
socio-economic uncertainties on low-carbon scenarios and asso-
ciated costs2–4,7. The climate modelling community, on the other
hand, has spent years improving its understanding of the geo-
physical response of the Earth system to emissions of greenhouse
gases8–12. This geophysical response remains a key uncertainty in the
cost of mitigation scenarios but has been integrated with assess-
ments of other uncertainties in only a rudimentary manner, that
is, for equilibrium conditions6,13. Here we bridge this gap between
the two research communities by generating distributions of the
costs associated with limiting transient global temperature increase
to below specific values, taking into account uncertainties in four
factors: geophysical, technological, social and political. We find that
political choices that delay mitigation have the largest effect on the
cost–risk distribution, followed by geophysical uncertainties, social
factors influencing future energy demand and, lastly, technological
uncertainties surrounding the availability of greenhouse gas miti-
gation options. Our information on temperature risk and mitiga-
tion costs provides crucial information for policy-making, because
it clarifies the relative importance of mitigation costs, energy
demand and the timing of global action in reducing the risk of
exceeding a global temperature increase of 2 6C, or other limits such
as 3 6C or 1.5 6C, across a wide range of scenarios.

We generate cost distributions by combining mitigation cost esti-
mates of emissions scenarios with probabilistic temperature projec-
tions. Importantly, our cost estimates do not account for any avoided
climate damages as a result of emission reductions. This information is
obtained from a large set of scenarios created with an integrated assess-
ment model14,15, for which the temperature increase is computed
with a probabilistic climate model16,17 (Fig. 1, Supplementary Fig. 1,
Methods and Supplementary Information). Each modelling frame-
work has inherent limitations. For example, although it incorporates
state-of-the-art uncertainty quantifications of the Earth system, our
model does not fully explore tipping points. Similarly our energy-
economic emissions scenarios map a wide range of possible futures
(Supplementary Figs 7 and 8) but are not exhaustive of all potential
outcomes (Supplementary Information).

Temperature projections for any given pathway have a spread
owing to geophysical uncertainties18 (Fig. 1b). In the absence of any
serious mitigation efforts (present global carbon prices of less than
US$1 per tonne of carbon-dioxide-equivalent emissions (tCO2e21)),
the likelihood of limiting warming to less than 2 uC is essentially

zero (,1%; Fig. 1c). However, imposing a carbon price of about
US$20 tCO2e21 in our model would increase the probability of
staying below 2 uC to about 50%, and carbon prices of more than
US$40 tCO2e21 would achieve the 2 uC objective with a probability
of more than 66% (‘likely’ by the definition of the Intergovernmental
Panel on Climate Change19). Similar trends hold for other cost metrics
(Supplementary Information). For example, a carbon price of US$20–
40 tCO2e21 translates in our model to cumulative discounted mitiga-
tion costs (2012–2100) of the order of 0.8–1.3% of gross world product
(Supplementary Fig. 10).

A marked feature of the mitigation cost distribution (Fig. 2) is that
the probability of global warming staying below 2 uC levels off at high
carbon prices. This occurs because, beyond a given carbon price, nearly
all mitigation options that can substantially influence emissions in the
medium term have been deployed in our model. Higher carbon prices
help further to reduce emissions later in the century, but only affect
temperatures after peaking20. Hence, the probability of staying below
2 uC during the twenty-first century reaches an asymptote.

Geophysical uncertainties shed light on only one aspect of mitiga-
tion costs, however. To gain insight into how assumptions regarding
technological and social uncertainties influence our cost distribution,
we create a large set of sensitivity cases (Table 1), in which we vary
some salient features of the scenarios, namely the availability and use
of specific mitigation technologies; future social development and, by
extension, global energy demand; and the international political con-
text surrounding climate mitigation action, specifically delays in the
implementation of a globally comprehensive mitigation response7

(Supplementary Information). We note that population and economic
growth do not vary in our scenarios; we therefore cannot assess their
relative importance with our ensemble (Supplementary Information).
Given its policy relevance21, we focus most of our discussion on the
limit of 2 uC (Supplementary Figs 4 and 5 illustrate the results for 2.5
and 3 uC, respectively).

Our results can be framed in two ways (Fig. 2): first, in terms of how
probabilities for achieving the 2 uC objective change for a fixed cost
(black arrows); and, second, in terms of how the cost consistent with
the 2 uC goal varies for a given probability level (orange arrows).
Whether or not a carbon price of about US$40 tCO2e21 restricts global
warming to less than 2 uC with a likelihood of more than 66% depends
on the future availability of key mitigation technologies (Fig. 2a). In our
worst-case technology-sensitivity assumption—that capture and geo-
logical storage of carbon (CCS) is entirely unavailable—the probability
of staying below 2 uC at a carbon price of US$40 tCO2e21 decreases to
around 50%. However, with no such constraints and further technolo-
gical breakthroughs (Table 1), the likelihood of limiting warming to
2 uC could be higher than 66% at the same carbon price.

The cost distributions also show how changes in technological mea-
sures affect the economics of mitigation given a fixed probability level.
For example, in most cases the 2 uC objective can be achieved with a
probability of more than 66% as long as the carbon price is high

1Institute for Atmospheric and Climate Science, ETH Zurich, Universitätstrasse 16, CH-8092 Zürich, Switzerland. 2International Institute for Applied Systems Analysis (IIASA), Schlossplatz 1, A-2361
Laxenburg, Austria. 3New Zealand Agricultural Greenhouse Gas Research Centre, Private Bag 11008, Palmerston North 4442, New Zealand. 4School of Earth Sciences, University of Melbourne, Victoria
3010, Australia. 5PRIMAP Group, Potsdam Institute for Climate Impact Research, PO Box 60 12 03, 14412 Potsdam, Germany. 6Graz University of Technology, Inffeldgasse, A-8010 Graz, Austria.
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America’s carbon compromise
As looming tax increases and budget cuts threaten to plunge the US economy back into recession, 
Congress should take a hard look at introducing a carbon tax as an important part of the solution.

problems. The MIT analysis found that the economy benefited  
regardless of whether the money was reinvested in social programmes 
or redistributed in the form of lower taxes and cash payments to offset 
higher energy costs for the poor. For environmentalists, the problem 
with a carbon tax is that it does not technically limit emissions, but the 
MIT model suggests that it would perform quite well: carbon emissions 
fall to 14% below 2006 levels by 2020 as consumers and businesses find 
ways to reduce their energy use in response to higher prices.

Opposition to the idea may not be what it 
was. For example, on 13 November, the Amer-
ican Enterprise Institute hosted a conference 
in Washington DC on the economics of a car-
bon tax. The institute is a conservative think 
tank, and its officials have previously raised 
doubts about climate science. The idea has 
also been bubbling up in other right-leaning  

think tanks as a conservative solution to reduce greenhouse gases.
The problem is that to enact a carbon tax would depend on political 

courage and a willingness to break with party orthodoxy, rare traits in 
Washington today. President Obama has made energy and climate part 
of his agenda for the second term, but his first — and perhaps biggest 
— opportunity to make good on that promise will come in the next few 
weeks. As US politicians contemplate diving into the fiscal abyss, they 
would be wise to consider a painless policy that benefits everyone. ■

This week, a reinvigorated Barack Obama returned to the White 
House knowing that he was poised on the edge of a fiscal cliff. 
Rather than relishing his victory last week, Obama must  

immediately set about crafting a compromise on deficit reduction with 
congressional leaders. The stakes could hardly be higher — for science, 
for US citizens and, indeed, for the world. In the event of failure, a 
budgetary time-bomb of tax increases and sweeping budget cuts will 
detonate on 2 January. As well as resulting in indiscriminate cuts to 
funds for scientific research and many other areas, it could knock the 
United States back into recession and deliver yet another blow to an 
already fragile global economy.

Faced with such dire consequences, one might expect that all the 
financial options would be on the table, especially the good ones. 
Unfortunately, this is not the case, at least not yet.

So far, lawmakers have rehashed long-standing disputes about the 
size of government and the social safety net, but have ignored ideas 
that could transform the fiscal challenge into an opportunity. One such 
proposal is the carbon tax, which could bring financial and political 
benefits for all and chart a new course forward for energy independ-
ence and global warming (see page 309). It is a solution that is every 
bit as improbable as it is logical, but one should remember Winston 
Churchill’s assessment of the United States’ tendency to do the right 
thing — once all the alternatives have been exhausted.

Just consider the possibilities. To put a levy on carbon would raise 
revenues that could be used to offset lower tax rates for individuals and 
businesses. This is what conservatives say they want to do. It would 
put more income — and thus choice — in the hands of consumers. 
Economists like the idea for more fundamental reasons. Generally, it 
is best to tax things that one wishes to discourage (such as smoking) 
rather than those that should be encouraged (such as working). Envi-
ronmentalists like the idea of a carbon tax because it could generate 
some much-needed revenue for clean-energy research and develop-
ment while reducing carbon emissions. 

The numbers are not negligible. An analysis conducted in August 
by economists at the Massachusetts Institute of Technology (MIT) 
in Cambridge showed that a carbon tax of US$20 per tonne of  
carbon from fossil fuels, if instituted in 2013 and increased by 4% per 
year, would raise $1.5 trillion over the course of a decade. Averaged 
out, this amounts to $150 billion annually — a sizeable chunk of the 
trillion-dollar deficits that the US government has been running in 
recent years. Scholars at the Brookings Institution, a centrist think tank 
in Washington DC, advocate ramping federal investments in energy 
research up from $3.8 billion now to $30 billion annually, to drive 
down the cost of low-carbon energy (including cleaner-burning coal). 
It is an ambitious proposal, and would leave a pile of cash that could 
be redistributed elsewhere for beneficial use.

Conservatives loathe taxes, and US politicians obsess over energy 
prices, but a revenue-neutral carbon tax would get around these 

“A carbon tax 
would depend 
on political 
courage and a 
break with party 
orthodoxy.”

A shaky restart
Japan still has lessons to learn from Fukushima if 
it is to convince the public about nuclear energy.

The nuclear disaster that followed the March 2011 tsunami in 
Japan uncovered serious flaws in the country’s nuclear-safety 
regulations. Japan learned its lesson: it started putting a pre-

mium on safety, and is doing everything it can to assure a wary public 
that similar mistakes will not be made again. Well, that was the hope. 
Two recent revelations show that it could still do much more. 

The country’s Nuclear Regulation Authority (NRA) was set up to 
right the wrongs of the previous regulatory infrastructure. One of its 
first tasks was to draw up new safety standards for reactor operations. 
The NRA formed an investigation team of six experts, which held its 
first meeting on 25 October. The team is expected to submit its report 
in time for the NRA to put the standards up for public comment in the 
spring and to make them law in July 2013.

Last week, Japanese media reported that four of those experts have 
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perpendicular magnetic field. When they 
set the field in one direction, electrons are 
steered away from the positive bottom deck 
and flow freely. When the magnetic field is 
flipped, the electrons crash into the lower deck 
and recombine with the holes — effectively 
turning the switch off (see ‘Magnetic lock’).

The ability of a magnetic logic gate to hold the 
switch on or off without a voltage “could lead 
to great reduction of energy consumption”, says 
study co-author Jin Dong Song, a physicist at 
KIST. Even more impressively, the magnetic 
switches “can be handled like software”, he says, 
by simply flipping the field to enable or disable a 
circuit. Thus a mobile phone could, for example, 
reprogram a bit of its microcircuitry to process 
video while its user watched a clip on YouTube, 
then switch the chip back to signal processing to 
take a phone call. This could greatly reduce the 
volume of circuitry needed inside the phone. 

Such reconfigurable logic could be invalu-
able in satellites, adds Mark Johnson of the 
Naval Research Laboratory in Washington 
DC, a co-author of the paper. If part of a chip 
failed in orbit, another sector could simply be 
reprogrammed to take over. “You’ve healed the 
circuit and you’ve done it from Earth,” he says.

To really catch on, however, the magnetic 
logic would have to be integrated with exist-
ing silicon-based technologies. That may not 
be easy. For one thing, indium antimonide, the 
semiconductor crucial to the circuits, doesn’t 
lend itself well to manufacturing processes 
used to make modern electronics, according 
to Junichi Murota, a researcher working with 
nanoelectronics at Tohoku University in Japan. 
But Johnson says that it may eventually be pos-
sible to build similar bridges with silicon. 

Integrating the miniature magnets needed to 
control the devices into a normal chip wouldn’t 
be easy either. Companies should be able to 
solve these challenges, but only if they decide 
the devices are worthwhile, says Salis. At the 
moment, he adds, it is not clear whether the 
devices will perform well at the sizes needed 
for a practical chip — much smaller than the 
micrometre dimensions of the prototypes.

But Johnson notes that magnetism is already 
catching on in circuit design: some advanced 
devices are beginning to use a magnetic ver-
sion of random access memory, a type of 
memory that has historically been built only 
with conventional transistors. “I think a shift 
is already under way,” he says. ■
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B Y  J E F F  T O L L E F S O N 

Throughout his re-election campaign, 
US President Barack Obama rarely 
said the words ‘climate change’. But in 

his second inaugural address, on 21 January, 
Obama renewed a commitment to address 
global warming, citing both moral and eco-
nomic imperatives. To fail, he said, “would 
betray our children and future generations”. 

The 2010 demise of a climate bill that would 
have enacted a cap-and-trade system to limit 
greenhouse-gas emissions remains one of 
the key failures of Obama’s first term. With a 
divided Congress still standing in the way of 
legislation, the administration is likely to rely 

on its own power to impose new regulations, 
once Obama has replaced the retiring heads of 
three agencies key to the climate agenda (see 
‘Climate team change’). 

As proof of what is possible, Obama can 
point to a welcome, if unexpected, reduction 
in US greenhouse-gas emissions during his 
first term. The decline is in part a result of 
the economic slowdown and a shift in elec-
tricity production from coal to natural gas, 
which has become cheap and plentiful in 
recent years. But policies have helped. These 
include federal greenhouse-gas standards for 
vehicles, and the introduction by more than 
half of the states of significant energy and 
climate initiatives that could deliver further 

E N V I R O N M E N T

Obama rekindles 
climate hopes
President will use regulations to sidestep stalled Congress.

US President Barack Obama reinforced environment promises in his second inaugural address.
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“The Tragedy of the Commons” -

 
 Who’s Responsible?

The Tragedy of the Commons
Garrett Hardin

At the end of a thoughtful article on the
future of nuclear war, Wiesner and York (1)
concluded that: “Both sides in the arms race
are . . . confronted by the dilemma of steadily
increasing military power and steadily de-
creasing national security. It is our considered
professional judgment that this dilemma has no
technical solution. If the great powers continue
to look for solutions in the area of science
and technology only, the result will be to
worsen the situation.”

I would like to focus your attention not
on the subject of the article (national secu-
rity in a nuclear world) but on the kind of
conclusion they reached, namely that there
is no technical solution to the problem. An
implicit and almost universal assumption of
discussions published in professional and
semipopular scientific journals is that the
problem under discussion has a technical
solution. A technical solution may be de-
fined as one that requires a change only in
the techniques of the natural sciences, de-
manding little or nothing in the way of
change in human values or ideas of morality.

In our day (though not in earlier times)
technical solutions are always welcome. Be-
cause of previous failures in prophecy, it
takes courage to assert that a desired tech-
nical solution is not possible. Wiesner and
York exhibited this courage; publishing in a
science journal, they insisted that the solu-
tion to the problem was not to be found in
the natural sciences. They cautiously qual-
ified their statement with the phrase, “It is
our considered professional judgment. . . .”
Whether they were right or not is not the
concern of the present article. Rather, the
concern here is with the important concept
of a class of human problems which can be
called “no technical solution problems,”
and, more specifically, with the identifica-
tion and discussion of one of these.

It is easy to show that the class is not a
null class. Recall the game of tick-tack-
toe. Consider the problem, “How can I
win the game of tick-tack-toe?” It is well
known that I cannot, if I assume (in keep-
ing with the conventions of game theory)
that my opponent understands the game

perfectly. Put another way, there is no
“technical solution” to the problem. I can
win only by giving a radical meaning to
the word “win.” I can hit my opponent
over the head; or I can drug him; or I can
falsify the records. Every way in which I
“win” involves, in some sense, an aban-
donment of the game, as we intuitively
understand it. (I can also, of course, open-
ly abandon the game—refuse to play it.
This is what most adults do.)

The class of “No technical solution
problems” has members. My thesis is that
the “population problem,” as convention-
ally conceived, is a member of this class.
How it is conventionally conceived needs
some comment. It is fair to say that most
people who anguish over the population
problem are trying to find a way to avoid
the evils of overpopulation without relin-
quishing any of the privileges they now
enjoy. They think that farming the seas or
developing new strains of wheat will solve
the problem—technologically. I try to
show here that the solution they seek
cannot be found. The population problem
cannot be solved in a technical way, any
more than can the problem of winning the
game of tick-tack-toe.

What Shall We Maximize?

Population, as Malthus said, naturally tends
to grow “geometrically,” or, as we would
now say, exponentially. In a finite world
this means that the per capita share of the
world’s goods must steadily decrease. Is ours
a finite world?

A fair defense can be put forward for the
view that the world is infinite; or that we do
not know that it is not. But, in terms of the
practical problems that we must face in the
next few generations with the foreseeable
technology, it is clear that we will greatly
increase human misery if we do not, during
the immediate future, assume that the world
available to the terrestrial human popula-
tion is finite. “Space” is no escape (2).

A finite world can support only a finite
population; therefore, population growth
must eventually equal zero. (The case of
perpetual wide fluctuations above and below
zero is a trivial variant that need not be
discussed.) When this condition is met, what
will be the situation of mankind? Specifical-
ly, can Bentham’s goal of “the greatest good

for the greatest number” be realized?
No—for two reasons, each sufficient by

itself. The first is a theoretical one. It is not
mathematically possible to maximize for two
(or more) variables at the same time. This
was clearly stated by von Neumann and
Morgenstern (3), but the principle is implicit
in the theory of partial differential equations,
dating back at least to D’Alembert (1717–
1783).

The second reason springs directly from
biological facts. To live, any organism
must have a source of energy (for example,
food). This energy is utilized for two pur-
poses: mere maintenance and work. For
man, maintenance of life requires about
1600 kilocalories a day (“maintenance cal-
ories”). Anything that he does over and
above merely staying alive will be defined
as work, and is supported by “work calo-
ries” which he takes in. Work calories are
used not only for what we call work in
common speech; they are also required for
all forms of enjoyment, from swimming
and automobile racing to playing music
and writing poetry. If our goal is to max-
imize population it is obvious what we
must do: We must make the work calories
per person approach as close to zero as
possible. No gourmet meals, no vacations,
no sports, no music, no literature, no art.
. . . I think that everyone will grant, with-
out argument or proof, that maximizing
population does not maximize goods.
Bentham’s goal is impossible.

In reaching this conclusion I have made
the usual assumption that it is the acquisi-
tion of energy that is the problem. The ap-
pearance of atomic energy has led some to
question this assumption. However, given an
infinite source of energy, population growth
still produces an inescapable problem. The
problem of the acquisition of energy is re-
placed by the problem of its dissipation, as
J. H. Fremlin has so wittily shown (4). The
arithmetic signs in the analysis are, as it
were, reversed; but Bentham’s goal is still
unobtainable.

The optimum population is, then, less
than the maximum. The difficulty of defin-
ing the optimum is enormous; so far as I
know, no one has seriously tackled this
problem. Reaching an acceptable and stable
solution will surely require more than one
generation of hard analytical work—and
much persuasion.

We want the maximum good per person;
but what is good? To one person it is wil-
derness, to another it is ski lodges for thou-
sands. To one it is estuaries to nourish ducks
for hunters to shoot; to another it is factory
land. Comparing one good with another is,
we usually say, impossible because goods are
incommensurable. Incommensurables can-
not be compared.

The author is professor of biology, University of California,
Santa Barbara. This article is based on a presidential
address presented before the meeting of the Pacific Di-
vision of the American Association for the Advancement
of Science at Utah State University, Logan, 25 June
1968.
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How to Save the Planet: Be Nice, Retaliatory, Forgiving & Clear 
The Kyoto Protocol is due to expire in 2012. Conventional wisdom – especially among its fans – is 
that without agreement on a successor treaty the world will spiral into ever-increasing emissions 
and climate catastrophe will follow. New Energy Finance disagrees.  

Summary 
Analysis of climate change from a game-theoretical perspective reveals an Iterated Prisoner’s Dilemma. As 
Robert Axelrod demonstrated in the Evolution of Cooperation (1985), such games are frequently 
characterised by the evolution of cooperative behaviour, independent of strong central authority. And indeed 
this is what we are already seeing in climate negotiations, with countries and regions increasingly 
committing to unilateral action. 

The optimum strategy for an Iterated Prisoner’s Dilemma is to be Nice, Retaliatory, Forgiving and Clear. This 
provides a framework for the evaluation of strategies to date, which shows that no country or region has so 
far adopted an optimal strategy. The US needs to start being Nice, Europe needs to learn to Retaliate, and 
the developing world needs to Forgive. All players bar Europe need to improve the Clarity with which they 
communicate their strategies. 

The analysis also provides valuable insight into the optimal role of the UN. It should focus on its role as 
educator, coach and communications platform, rather than attempt to act as regulator and policeman. The 
UN should also find ways of breaking the negotiating process into smaller steps to encourage the 
emergence of sound national strategies.  

For companies and investors, meanwhile, the lesson is that they should plan for a carbon-constrained future 
– irrespective of the outcome of upcoming negotiations. 

Background 
As the Kyoto Protocol approaches the end of its working life, the only hope for the planet, according to its 
supporters, is to put everyone in a room – preferably somewhere exotic – and lock the door until a puff of 
white smoke announces the emergence of a new deal. There is a growing clamour for this to be done later 
this year in Bali, at the upcoming meeting of the signatories of the Kyoto Protocol. The logic is that there 
must be progress this year if the details of a successor regime are to be worked out by 2009, which would 
leave three years for implementation – the practical minimum if there is not to be a hiatus after Kyoto’s 
expiry in 2012. 

 The problem is that the world is beginning to realise that tackling climate change will be painful. It will 
require deep structural changes to our energy and transport systems, and 
changes in the behaviour of billions of consumers. And it will cost money. 
Even the Stern Review admitted that it will likely cost around one percent of 
GDP – a sum which doesn’t sound like much, until you put it in dollars, or 
realize that it is double the amount currently spent on development aid 
worldwide.  

The US, with its expanding population, relatively consistent economic 
growth and extensive domestic coal reserves, sees a cap on carbon 
emissions as a threat to its competitiveness, and hence to its global 
hegemony. The developing world – led by China and India – denounces any 
calls for a cap on emissions as an effort by former colonial powers to hold 
back development. At a recent debate organized by the UN General 
Assembly, delegate after delegate stood up to insist that the developed 
world caused the problem, and the developed world must solve the problem 
– this despite the fact that China will this year become the world’s largest 
emitter of greenhouse gases. Europe, meanwhile, has been making 
encouraging though patchy progress towards its Kyoto targets, driven 
mainly by a one-off switch from coal to gas – leaving it cradled in Russia’s 
increasingly rough embraces – and partly by buying cheap carbon credits 
from the developing world. Canada, with its huge tar sand deposits is a key 
battleground in the fight against climate change has so far baulked at taking 
painful actions to meet its Kyoto commitments. 

In this environment, the challenge of negotiating a successor treaty to Kyoto 
appears insuperable. But is there another way?  

Table 1. Typical Prisoners Dilemma Payoff Table 
(Score in Years in Prison)  
   

 You keep silent  
(cooperate) 

You score  -1 
 
Opponent 
scores  -1 

You score  -10 
 
Opponent 
scores  0 

 
 

 

 You confess  
(defect) 

You score  0 
 
Opponent  
scores  -10 

You score  -5 
 
Opponent  
scores -5 

 

  
Opponent keeps 
silent (cooperates) 

Opponent 
confesses 
(defects) 

 

If both parties remain silent (cooperate with each other), they each serve just one 
year in prison. If one tells on the other (defects) he or she goes free, while the other 
serves 10 years. If both tell on each other, they each serve five years. For a 
Prisoner’s Dilemma to occur, the payoff for defecting must be higher than the 
payoff for mutual cooperation, which must in turn be higher than the payoff for 
mutual defection, which must be higher than the payoff for being the sucker. 

Source:  New Energy Finance, Various 
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How to Save the Planet: Be Nice, Retaliatory, Forgiving & Clear 
The Kyoto Protocol is due to expire in 2012. Conventional wisdom – especially among its fans – is 
that without agreement on a successor treaty the world will spiral into ever-increasing emissions 
and climate catastrophe will follow. New Energy Finance disagrees.  

Summary 
Analysis of climate change from a game-theoretical perspective reveals an Iterated Prisoner’s Dilemma. As 
Robert Axelrod demonstrated in the Evolution of Cooperation (1985), such games are frequently 
characterised by the evolution of cooperative behaviour, independent of strong central authority. And indeed 
this is what we are already seeing in climate negotiations, with countries and regions increasingly 
committing to unilateral action. 

The optimum strategy for an Iterated Prisoner’s Dilemma is to be Nice, Retaliatory, Forgiving and Clear. This 
provides a framework for the evaluation of strategies to date, which shows that no country or region has so 
far adopted an optimal strategy. The US needs to start being Nice, Europe needs to learn to Retaliate, and 
the developing world needs to Forgive. All players bar Europe need to improve the Clarity with which they 
communicate their strategies. 

The analysis also provides valuable insight into the optimal role of the UN. It should focus on its role as 
educator, coach and communications platform, rather than attempt to act as regulator and policeman. The 
UN should also find ways of breaking the negotiating process into smaller steps to encourage the 
emergence of sound national strategies.  

For companies and investors, meanwhile, the lesson is that they should plan for a carbon-constrained future 
– irrespective of the outcome of upcoming negotiations. 

Background 
As the Kyoto Protocol approaches the end of its working life, the only hope for the planet, according to its 
supporters, is to put everyone in a room – preferably somewhere exotic – and lock the door until a puff of 
white smoke announces the emergence of a new deal. There is a growing clamour for this to be done later 
this year in Bali, at the upcoming meeting of the signatories of the Kyoto Protocol. The logic is that there 
must be progress this year if the details of a successor regime are to be worked out by 2009, which would 
leave three years for implementation – the practical minimum if there is not to be a hiatus after Kyoto’s 
expiry in 2012. 

 The problem is that the world is beginning to realise that tackling climate change will be painful. It will 
require deep structural changes to our energy and transport systems, and 
changes in the behaviour of billions of consumers. And it will cost money. 
Even the Stern Review admitted that it will likely cost around one percent of 
GDP – a sum which doesn’t sound like much, until you put it in dollars, or 
realize that it is double the amount currently spent on development aid 
worldwide.  

The US, with its expanding population, relatively consistent economic 
growth and extensive domestic coal reserves, sees a cap on carbon 
emissions as a threat to its competitiveness, and hence to its global 
hegemony. The developing world – led by China and India – denounces any 
calls for a cap on emissions as an effort by former colonial powers to hold 
back development. At a recent debate organized by the UN General 
Assembly, delegate after delegate stood up to insist that the developed 
world caused the problem, and the developed world must solve the problem 
– this despite the fact that China will this year become the world’s largest 
emitter of greenhouse gases. Europe, meanwhile, has been making 
encouraging though patchy progress towards its Kyoto targets, driven 
mainly by a one-off switch from coal to gas – leaving it cradled in Russia’s 
increasingly rough embraces – and partly by buying cheap carbon credits 
from the developing world. Canada, with its huge tar sand deposits is a key 
battleground in the fight against climate change has so far baulked at taking 
painful actions to meet its Kyoto commitments. 

In this environment, the challenge of negotiating a successor treaty to Kyoto 
appears insuperable. But is there another way?  

Table 1. Typical Prisoners Dilemma Payoff Table 
(Score in Years in Prison)  
   

 You keep silent  
(cooperate) 

You score  -1 
 
Opponent 
scores  -1 

You score  -10 
 
Opponent 
scores  0 

 
 

 

 You confess  
(defect) 

You score  0 
 
Opponent  
scores  -10 

You score  -5 
 
Opponent  
scores -5 

 

  
Opponent keeps 
silent (cooperates) 

Opponent 
confesses 
(defects) 

 

If both parties remain silent (cooperate with each other), they each serve just one 
year in prison. If one tells on the other (defects) he or she goes free, while the other 
serves 10 years. If both tell on each other, they each serve five years. For a 
Prisoner’s Dilemma to occur, the payoff for defecting must be higher than the 
payoff for mutual cooperation, which must in turn be higher than the payoff for 
mutual defection, which must be higher than the payoff for being the sucker. 

Source:  New Energy Finance, Various 
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Is it possible that action to reduce emissions of greenhouse gases will simply emerge from each country’s 
unilateral response to the challenge of climate change? Impossible, cry the fans of Kyoto! How can we 
expect countries to make deep and painful cuts in emissions unless they first make a commitment to do so, 
binding in international law, and receive one in return from their economic competitors? It’s the Tragedy of 
the Commons, they explain. And indeed it is, but that does not mean that the only way to break the deadlock 
is through collective action mediated by the UN.  

The Prisoner’s Dilemma 
The Tragedy of the Commons occurs when a group’s individual incentives lead them to take actions which, 
in aggregate, lead to negative consequences for all group members. It is a multi-player version of the 
Prisoner’s Dilemma – a simple game which has been endlessly analysed since its first description in 1950 
by Merrill Flood and Melvin Dresher of the Rand Corporation. 

In the version of the game from which it got its name, the players are two prisoners, held in separate cells. 
Each has to choose between “cooperating” with the other (keeping quiet) or "defecting" (giving evidence 
against the other). Each makes the choice without knowing what the other will do. If both prisoners keep 
quiet, they are each sentenced to one year in prison. If one rats on the other, he or she goes free and the 
other gets 10 years. If they both rat on each other, they each get 5 years.  

The problem arises because whatever your opponent does, defecting gives you a higher payoff than 
cooperating. Supposing your opponent is going to keep quiet, your best strategy is to give evidence and you 
go free. But if he or she is going to talk, you are better off returning the favour and getting five years in 
prison, rather than keeping quiet and getting ten years. In any game played rationally, both parties will 
defect. Each will end up in prison for five years, rather than one year: a worse outcome for both. 

Understanding this simple game sheds light on many real-life situations. Two countries deciding whether or 
not to go to war are playing Prisoner's Dilemma. So are two companies thinking about a price war. So are 
villages deciding how much water to extract from a limited supply. So is a couple, deciding whether to 
behave selfishly in a relationship. In short, it is one of the key games governing human interactions. And 
sure enough, in many cases we experience "defect-defect" type behaviour. 

Climate Change as Prisoner’s Dilemma 
At first sight, negotiations over climate change do indeed look like a classic 
Prisoner’s Dilemma.  

The Stern Review even provides much of the data to populate the payoff 
table (see Table 2). If the world takes action now to tackle climate change it 
estimates that the cost should be up to 1% of annual per capita GDP; if the 
world does nothing, however, the cost will be in the range of 5% to 20% of 
GDP. So that defines what happens at the extreme of cooperative or non-
cooperative behaviour.  

If you are the only country not to take action, and all other countries do so, 
then you enjoy a “free-rider benefit”: climate change is mitigated, but you 
have not borne the cost of taking action – saving yourself the 1% of GDP 
that such action would have cost. 

If, on the other hand, you take action and your trading partners do not, then 
you are a sucker. The Stern Review does not cover the cost of being a 
sucker to any single country, which will result from decreased economic 
competitiveness. The order of magnitude, however, can be estimated by 
comparing with the impacts of other known cost-side drivers of 
competitiveness such as energy costs or transport infrastructure, and may 
be as much as 3-5% of GDP. 

Sure enough, combining these “scores” can lead to a payoff table that looks 
like a Prisoner’s Dilemma (see Table 2). It seems inevitable then that 
countries should choose to be selfish: the best national strategy, if others 
cut emissions, is to do nothing (defect); similarly, if other countries are not 
taking action, then it is pointless to be the only sucker to take action, and 
one should again do nothing. 

Table 2. Simplified Climate Change Prisoners Dilemma  
Payoff Table (Score in Estimated % Loss of GDP per Capita) 
   

 
You cut 
emissions 
(cooperate) 

You score      -1% to -21% 
 
Opponent 
scores        -1.0% to -21% 

You score -4% to -24% 
 
Opponent 
scores  0% to -20% 

 
 

 

 
You refuse 
to act 
(defect) 

You score     0% to -20% 
 
Opponent  
Scores        -4.0% to -24% 

You score  0% to -20% 
 
Opponent  
scores 0% to -20% 

 

  Opponent cuts 
emissions (cooperates) 

Opponent refuses to 
act (defects)  

If all countries tackle emissions, the cost to the world economy is 1.0%, according to 
the Stern Review. If not, the cost is 5% to 20%. Any country that does not impose 
cuts when others do will experience a “freeloader’s benefit”, enjoying the advantage 
of limited climate change without the cost. Any country that imposes limits when its 
competitors do not incurs not just the cost of limiting its own emissions, but also a 
further cost in terms of reduced competitiveness – estimated here at an additional 
3.0%.  Clearly payoffs depend also on the behaviours of more than just these two 
players – hence the range of possible outcomes in each cell (see below under 
Theoretical Limitations). Of course if you and/or your opponent defect, you are more 
likely to end up near the top of the cost range, but the main point is that whatever 
your opponent does, you are likely to be better off not cutting emissions. 

Source:  Stern Review; New Energy Finance; Various 
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• Be Nice. Start by cooperating, and never be the first to defect. Otherwise you have 
no chance of getting into the zone where you both cooperate repeatedly and rack up 
the best outcome over time.

• Be Retaliatory. If the other player defects, inflict a cost on him or her which is at least 
as severe – otherwise you open yourself to exploitation.

• Be Forgiving. If your opponent mends his ways after defecting, restore cooperation 
as quickly as possible, so that you can both get back to scoring highly on each 
round.

• Be Clear. Since there is no way to beat the Nice, Retaliatory and Forgiving strategy, 
if your opponent knows you are following it, there is no incentive for him or her to seek 
advantage – it will only destroy his or her score as well as yours.
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How does uncertainty about “dangerous” climate change affect
the prospects for international cooperation? Climate negotiations
usually are depicted as a prisoners’ dilemma game; collectively,
countries are better off reducing their emissions, but self-interest
impels them to keep on emitting. We provide experimental evi-
dence, grounded in an analytical framework, showing that the
fear of crossing a dangerous threshold can turn climate negotia-
tions into a coordination game, making collective action to avoid
a dangerous threshold virtually assured. These results are robust
to uncertainty about the impact of crossing a threshold, but un-
certainty about the location of the threshold turns the game back
into a prisoners’ dilemma, causing cooperation to collapse. Our
research explains the paradox of why countries would agree to
a collective goal, aimed at reducing the risk of catastrophe, but act
as if they were blind to this risk.

Ever since the Framework Convention on Climate Change
was adopted in 1992, negotiations over emission limits have

been intertwined with efforts to identify a critical threshold for
“dangerous anthropogenic interference with the climate system.”
A threshold finally was identified in the 2009 Copenhagen Ac-
cord: “the scientific view that the increase in global temperature
should be below 2 degrees Celsius.” However, the Copenhagen
Accord relies on voluntary emission reductions to achieve this
goal, and the amounts countries have pledged virtually guarantee
that the 2 °C target will be missed (1). Identification of a threshold
seems not to have helped the negotiations much at all.
Previous research suggests that this negative outcome is not

inevitable but is largely a random occurrence, arising from
a failure by negotiators to coordinate when the threshold is
certain but the impact of crossing it is uncertain (2). Our re-
search, which departs from the earlier literature in a number of
ways (SI Literature), strongly questions this view. We provide
experimental evidence suggesting that, if the threshold is known
with certainty and the costs of avoiding it are low relative to the
benefits, avoidance of the threshold is virtually assured whether
or not the impact is uncertain, provided the negotiators can
communicate (and if there is one thing negotiators can do it is
communicate). Indeed, this finding may explain why the nego-
tiations were framed around meeting a threshold and why
negotiators wanted the threshold to be determined by “science”
rather than by politics (only the former would be credible).
Collective action fails, we show, because of uncertainty about the
threshold. Far from being highly random, we show that failure is
practically certain. Because the threshold is determined by Na-
ture, and uncertainty about its value is substantially irreducible,
our research suggests that negotiators should focus their atten-
tion on alternative strategies for collective action (3).
The scientific literature reveals not one but many scientific

views about the temperature threshold for “dangerous” climate
change (4–11), all of them uncertain. Even if a unique temper-
ature threshold could be identified, countries can control only
emissions directly, and the effect of emissions on temperature
(mediated by the effect of emissions on atmospheric concen-
trations) is uncertain (12). Thresholds expressed in terms other
than mean global temperature also are uncertain (13–16). One
widely discussed paper identifies a unique “climate boundary” of
350 parts per million by volume (p.p.m.v.) atmospheric CO2 “to
ensure the continued existence of the large polar ice sheets,” for

which “there is a critical threshold between 350 and 550 p.p.m.v.”
(16). Our model can be interpreted as representing threshold
uncertainty in this same way. Using the above reference values,
our model suggests that countries can recognize that it is best
to limit concentrations to 350 p.p.m.v. but still be compelled in
this prisoners’ dilemma to propose a higher target, to pledge less
than is needed to meet this target, and then to contribute less
than they pledged, with the consequence that concentrations
ultimately exceed 550 p.p.m.v.
Although our paper was motivated by the climate problem,

the participants in our experiment were not told of this moti-
vation, making our results equally applicable to other situations
in which collective action is needed to avoid a dangerous thresh-
old. Examples range from the cascading effect of adding space
debris beyond a critical level, rendering a key orbit unusable
(17), to thresholds in antibiotic use, causing a disease to become
drug resistant (18). Another example is the negotiation of fishery
quotas—a routine task for the world’s 17 regional fishery man-
agement organizations. For many species, there exists a critical
minimum population level, but with unknown value. Making
matters worse, fish stocks cannot be observed directly, and catch-
per-unit-of-effort may fail to signal an impending crash, perhaps
because of technological change (19) or the tendency of some
species of fish to aggregate (20). When combined, these condi-
tions can create a true tragedy of the commons. In all these
situations, as in our game, countries have a collective incentive to
avoid the far-reaching consequences of exceeding a threshold but
also face individual incentives to free ride because of the in-
herent uncertainty about the location of the threshold.
Our underlying game-theoretic model assumes that there are

N symmetric countries, each able to reduce emissions by up to
qAmax units using technology A and by up to qBmax units using
technology B. The per-unit cost of reducing emissions by these
means are constant but different, with cA < cB. We can think of
A as representing low-cost “ordinary abatement” and B as a high-
cost technology for removing carbon dioxide from the atmo-
sphere (21). Q denotes the total reduction in emissions by all
countries using both technologies. Every unit of emission reduction
gives each country a benefit, b, the marginal benefit of avoiding
“gradual” climate change. Assuming cB > bN > cA > b gives the
classical prisoners’ dilemma. For these parameter values, self-
interest impels each country to abate 0, whereas collectively all
countries are better off if each abates qAmax units using technology
A and 0 units using technology B.
Because climate thresholds can be related to cumulative

emissions (22, 23), threshold avoidance can be expressed in
terms of abatement from business as usual. Denote the threshold
by Q and assume NðqAmax + qBmaxÞ>Q>NqAmax. That is, avoidance
of the threshold is technically feasible and requires using B in
addition to A (air capture is needed to reduce concentrations
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“On Civil Disobedience” -

 
 Every Scientist’s Personal Dilemma

๏ Henry David Thoreau (1817-1862)

๏ American author, poet, philosopher, abolitionist, naturalist, tax resister, 
development critic, surveyor, historian, and leading transcendentalist

๏ Pioneer of nature study

๏ Lived in a one-room cabin on Walden Pond in Concord, 
Massachusetts for 2 years

๏ Recorded flowering times, now used as evidence of global warming
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“Unjust laws exist; shall we be content to obey them, or 
shall we endeavor to amend them, and obey them until we 

have succeeded, or shall we transgress them at once?”

“All men recognize the right of revolution; that is, the right 
to refuse allegiance to, and to resist, the government, 

when its tyranny or its inefficiency are great and 
unendurable.”
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I have yet to meet a climate scientist who does not believe that global 
warming is a worse problem than they thought a few years ago. The 
seriousness of this change is not appreciated by politicians and the 

public. The scientific world carefully measures the speed with which 
we approach the cliff and will, no doubt, carefully measure our rate of 
fall. But it is not doing enough to stop it. I am a specialist in investment 
bubbles, not climate science. But the effects of climate change can 
only exacerbate the ecological trouble I see reflected in the financial  
markets — soaring commodity prices and impending shortages.

My firm warned of vastly inflated Japanese equities in 1989 — the 
grandmother of all bubbles — US growth stocks in 2000 and every-
thing risky in late 2007. The usual mix of investor wishful thinking 
and dangerous and cynical encouragement from 
industrial vested interests made these bubbles pos-
sible. Prices of global raw materials are now rising 
fast. This does not constitute a bubble, however, 
but is a genuine paradigm shift, perhaps the most 
important economic change since the Industrial 
Revolution. Simply, we are running out.

The price index of 33 important commodities 
declined by 70% over the 100 years up to 2002 — 
an enormous help to industrialized countries in 
getting rich. Only one commodity, oil, had been 
flat until 1972 and then, with the advent of the 
Organization of the Petroleum Exporting Coun-
tries, it began to rise. But since 2002, prices of 
almost all the other commodities, plus oil, tripled 
in six years; all without a world war and without 
much comment. Even if prices fell tomorrow by 
20% they would still on average have doubled in 
10 years, the equivalent of  a 7% annual rise. 

This price surge is a response to global population growth and the 
explosion of capital spending in China. Especially dangerous to social 
stability and human well-being are food prices and food costs. Growth in 
the productivity of grains has fallen to 1.2% a year, which is exactly equal 
to the global population growth rate. There is now no safety margin.

Then there is the impending shortage of two fertilizers: phosphorus 
(phosphate) and potassium (potash). These two elements cannot be 
made, cannot be substituted, are necessary to grow all life forms, and are 
mined and depleted. It’s a scary set of statements. Former Soviet states 
and Canada have more than 70% of the potash.  Morocco has 85% of 
all high-grade phosphates. It is the most important quasi-monopoly in 
economic history. 

What happens when these fertilizers run out is a question I can’t get 
satisfactorily answered and, believe me, I have 
tried. There seems to be only one conclusion: 
their use must be drastically reduced in the next 
20–40 years or we will begin to starve. 

The world’s blind spot when it comes to the 

fertilizer problem is seen also in the shocking lack of awareness on 
the part of governments and the public of the increasing damage to 
agriculture by climate change; for example, runs of extreme weather 
that have slashed grain harvests in the past few years. Recognition of 
the facts is delayed by the frankly brilliant propaganda and obfuscation 
delivered by energy interests that virtually own the US Congress. (It is 
not unlike the part played by the financial industry when investment 
bubbles start to form … but that, at least, is only money.) We need oil 
producers to leave 80% of proven reserves untapped to achieve a stable 
climate. As a former oil analyst, I can easily calculate oil companies’ 
enthusiasm to leave 80% of their value in the ground — absolutely nil. 

The damaging effects of climate change are accelerating. James 
Hansen of NASA has screamed warnings for 30 
years. Although at first he was dismissed as a mad-
man, almost all his early predictions, disturbingly, 
have proved conservative in relation to what has 
actually happened. In 2011, Hansen was arrested 
in Washington DC, alongside Gus Speth, the 
retired dean of Yale University’s environmental 
school; Bill McKibben, one of the earliest and 
most passionate environmentalists to warn about 
global warming; and my daughter-in-law,  all for 
protesting over a pipeline planned to carry Cana-
dian bitumen to refineries in the United States, 
bitumen so thick it needs masses of water even to 
move it. From his seat in jail, Speth said that he had 
held some important positions in Washington, but 
none more important than this one. 

President Barack Obama missed the chance 
of a lifetime to get a climate bill passed, and his 
great environmental and energy scientists John 

Holdren and Steven Chu went missing in action. Scientists are under-
standably protective of the dignity of science and are horrified by pub-
licity and overstatement. These fears, unfortunately, are not shared by 
their opponents, which makes for a rather painful one-sided battle. 
Overstatement may generally be dangerous in science (it certainly is 
for careers) but for climate change, uniquely, understatement is even 
riskier and therefore, arguably, unethical. 

It is crucial that scientists take more career risks and sound a more 
realistic, more desperate, note on the global-warming problem. 
Younger scientists are obsessed by thoughts of tenure, so it is prob-
ably up to older, senior and retired scientists to do the heavy lifting. 
Be arrested if necessary. This is not only the crisis of your lives — it 
is also the crisis of our species’ existence. I implore you to be brave. ■

Jeremy Grantham is co-founder and chief investment strategist at 
GMO, and co-chair of the Grantham Foundation for the Protection of 
the Environment, in Boston, Massachusetts.
e-mail: jeremy@granthamfoundation.org
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IT IS CRUCIAL THAT 
SCIENTISTS 

SOUND A MORE  
REALISTIC,   

MORE 
DESPERATE,
NOTE ON GLOBAL 

WARMING.

Be persuasive. Be brave. 
Be arrested (if necessary)
A resource crisis exacerbated by global warming is looming, argues financier 
Jeremy Grantham. More scientists must speak out.
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Ethics and Global Climate Change*

Stephen M. Gardiner

Very few moral philosophers have written on climate change.1 This is
puzzling, for several reasons. First, many politicians and policy makers
claim that climate change is not only the most serious environmental
problem currently facing the world, but also one of the most important
international problems per se.2 Second, many of those working in other
disciplines describe climate change as fundamentally an ethical issue.3

* For support during an early stage of this work, I am very grateful to the University
of Melbourne Division of the ARC Special Research Centre for Applied Philosophy and
Public Ethics (CAPPE), and to the University of Canterbury, New Zealand. For helpful
discussion, I would like to thank Chrisoula Andreou, Paul Baer, Roger Crisp, David
Frame, Leslie Francis, Dale Jamieson, David Nobes, and especially the reviewers for
Ethics. I am especially grateful to Robert Goodin for both suggesting and encouraging
this project.

1. Prominent exceptions include John Broome (Broome 1992), Dale Jamieson (in-
cluding Jamieson 1990, 1991, 1992, 1996, 1998, 2001, forthcoming), Henry Shue (Shue
1992, 1993, 1994, 1995a, 1995b, 1996, 1999a, 1999b, in press), and an early anthology
(Coward and Hurka 1993). Recently a few others have joined the fray. Gardiner (2004b),
Singer (2002), and Traxler (2002) all write specifically about climate change; and Francis
(2003), Gardiner (2001), and Green (2002) discuss issues in global ethics more generally
but take climate change as their lead example. (Moellendorf 2002 contains a short but
substantive discussion.) There are also brief overviews in two recent collections (Hood
2003; Shue 2001). There is rather more work by nonphilosophers. Grubb (1995) is some-
thing of a classic. Also worth reading are Athanasiou and Baer 2002; Baer 2002; Harris
2000a, 2001, Holden 1996, 2002; Intergovernmental Panel on Climate Change (IPCC)
1995; Lomborg 2001; Paterson 1996, 2001; Pinguelli-Rosa and Munasinghe 2002; and
Victor 2001. Brown 2002 provides a very readable introduction, aimed at a general
audience.

2. Such claims are made by both liberals (such as former U.S. President Bill Clinton
and Britain’s former Environment Minister, Michael Meacher) and conservatives (U.S.
Senator Chuck Hagel and the Bush administration’s first EPA director, Christine Todd
Whitman). See Johansen 2002, pp. 2, 93; and Lomborg 2001, p. 258.

3. For example, the most authoritative report on the subject begins by saying: “Nat-
ural, technical, and social sciences can provide essential information and evidence needed
for decisions on what constitutes ‘dangerous anthropogenic interference with the climate

Ethics 114 (April 2004): 555–600
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Carbon dioxide sequestration in deep-sea basalt
David S. Goldberg*, Taro Takahashi, and Angela L. Slagle
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Communicated by Wallace S. Broecker, Lamont–Doherty Earth Observatory of Columbia University, Palisades, NY, May 7, 2008 (received for review
April 3, 2008)

Developing a method for secure sequestration of anthropogenic
carbon dioxide in geological formations is one of our most pressing
global scientific problems. Injection into deep-sea basalt forma-
tions provides unique and significant advantages over other po-
tential geological storage options, including (i) vast reservoir
capacities sufficient to accommodate centuries-long U.S. produc-
tion of fossil fuel CO2 at locations within pipeline distances to
populated areas and CO2 sources along the U.S. west coast; (ii)
sufficiently closed water-rock circulation pathways for the chem-
ical reaction of CO2 with basalt to produce stable and nontoxic
(Ca2!, Mg2!, Fe2!)CO3 infilling minerals, and (iii) significant risk
reduction for post-injection leakage by geological, gravitational,
and hydrate-trapping mechanisms. CO2 sequestration in estab-
lished sediment-covered basalt aquifers on the Juan de Fuca plate
offer promising locations to securely accommodate more than a
century of future U.S. emissions, warranting energized scientific
research, technological assessment, and economic evaluation to
establish a viable pilot injection program in the future.

climate change ! ocean crust ! climate mitigation ! fossil fuel
emissions ! energy

In recent years, the debate over the most effective means to
stabilize greenhouse gas concentrations in the atmosphere has

not focused on a single solution but has endorsed multiple
approaches to this global problem that require a variety of
technologies (1–4). In its latest report on carbon capture and
storage, the Intergovernmental Panel on Climate Change (5)
noted that geological storage of industrial CO2 emissions can
contribute significantly to achieving a stable solution over the
next several decades. Among geological storage techniques, CO2
injection into deep saline aquifers, or its reinjection into depleted
oil and gas reservoirs, has potentially large storage capacity and
geographic ubiquity (6–10). The effectiveness of these methods
for CO2 sequestration depends strongly on the reservoir capac-
ity, retention time, stability, and risk for leakage (11, 12). Gunter
et al. (13) discuss two primary trapping mechanisms for CO2
injected into an aquifer: physical trapping and geochemical
trapping. The first involves low-permeability caprocks or strati-
graphic seals that physically impede vertical migration of in-
jected CO2 to the surface. Sedimentary aquifers, such as de-
pleted oil reservoirs, offer established reservoirs for physical
trapping, but generally lack geochemical trapping potential.
Geochemical trapping (13), also known as mineral trapping,
involves long-term reactions of CO2 with host rocks and the
formation of stable minerals such as carbonates under in situ
conditions. In nature, mineral carbonization of host rocks occurs
in a variety of well documented settings, such as hydrothermal
alteration at volcanic springs (14), through surface weathering
(15), and in deep ocean vent systems (16). These processes are
commonly associated with serpentinization in ultramafic and
mafic rocks exposed to seawater, the breakdown of silicates into
clays, and the precipitation of carbonates. Seifritz (17) initially
proposed the concept that Mg2! and Ca2! silicates undergoing
these processes would be particularly suitable for the stable
disposal of CO2.

Deep-Sea Basalt and CO2

Deep-sea basalt offers a unique environment for CO2 seques-
tration that combines both vast volumes of seawater-filled pore

space and Mg-Ca silicate rocks (18). Within deep-sea basalt
aquifers, the injected CO2 mixes with seawater and reacts with
basalt, both of which are rich in alkaline-earth elements. The
release of Ca2! and Mg2! ions from basalt will form stable
carbonate minerals as reaction products (19, 20). Takahashi et al.
(21) present a general geochemical model for mineral trapping
in basalt. Recent laboratory experiments demonstrate the po-
tential for rapid carbonate precipitation in fresh continental
f lood basalt (22). Dissolution and precipitation reactions in
deep-sea basalt can proceed in fluid-filled fractures and pores at
rates equal to or greater than measured in the laboratory (22,
23). Carbonate precipitation over time may alter in situ porosity
and permeability within basalt aquifers, however, and thus
progressively decrease the CO2-basalt reaction rate to a finite
limit. Although natural weathering processes in deep-sea basalt
precipitate pore-filling carbonates, fractured and permeable
basalt crust extends for millions of years before its porosity has
been appreciably filled (24). Land-based experiments provide
some insight into these effects, but estimating the in situ rates and
accelerated effects, if any, of carbonate precipitation in basalt
are difficult to predict without deep-sea CO2 injection experi-
ments. Matter et al. (25) conducted a small-scale injection
experiment in mafic rocks to investigate the in situ rates of
reaction. Two processes, mixing between the injected solution
and aquifer water and the release of cations from water-rock

Author contributions: D.S.G. designed research; D.S.G., T.T., and A.L.S. performed research;
T.T. contributed new reagents/analytic tools; A.L.S. analyzed data; and D.S.G. wrote the
paper.
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Fig. 1. Deep-sea basalt on the seafloor. Photograph of deep-sea pillow lavas
emplaced on the ocean bottom near the Juan de Fuca ridge (data from cruise
AT11-16, Alvin Dive 4045; http://4dgeo.whoi.edu). Rounded, intact pillow
lavas transition to small cobbles and fragments across the area, forming large
interpillow voids. Image scale is "1.5 m # 1 m (red laser points are 4 cm apart;
water depth is "2,200 m).
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Abstract

Carbon sequestration (CO2 disposal) may be only a temporary measure for bridging from the current situation in which carbon 

emissions to the atmosphere are unacceptably high and increasing, to a carbon-free economy, but it is a practical and immediate

process that can be undertaken.  Sequestration methods vary in effectiveness and cost, and each may have different opportunities,

benefits, and drawbacks and periods of time over which the CO2 is retarded from emitting into the atmosphere. Sequestration 

methods need to be tested on an appropriate scale as quickly as possible because carbon sequestration may help reverse the trend

of increasing carbon emissions and remediate the atmosphere for a significant period of time.

Among proposed carbon sequestration technologies, temporary storage of CO2 in the deep ocean may be the most practicable for 

many locations, and possibly the most energy efficient and cost-effective.  In addition, an important added value benefit may be

derived from deep ocean sequestration. A CO2 hydrate industrial crystallization desalination/disposal process is particularly 

applicable to oceanic islands and coastal areas adjacent to narrow continental shelves where abyssal depths can be reached by the

dense, dissolved CO2-rich water gravity mass flows composed of processed water rejected from the desalination process. 

© 2009 Elsevier Ltd. All rights reserved 

oceanic sequestration; CO2; geoengineering, desalination, climate change 

1. Introduction

Slowing and then reversing the flood of anthropogenic CO2 into the atmosphere is a defining challenge that may 

be near to the limit of humanity’s ability for timely response. It has been recognized that urgent action is required to 

decrease CO2 emissions [1] because the economic and environmental cost of reducing CO2 emissions now may be 

much less than the cost of dealing with the impact of climate change in the future [2, 3].  

Although it would be preferable to attain international consensus before undertaking any major geo-engineering 

options, this may not be practically achievable. Continued inactivity will only result in increasing emission of CO2

to the atmosphere. An emerging option is for practical action that can be taken as soon as possible to reduce the 

volume of CO2 emissions to the atmosphere.  Near-term industrial-scale pilot sequestration (CO2 disposal) 

demonstration projects will generate data, delineate options, and provide precise information regarding 

environmental effects [4] that will allow cost and benefit tradeoff decisions to be made for initiation of large-scale 

CO2 disposal projects. 

Carbon Capture and Storage (CCS), that is the capture and storage of carbon emissions, has long been suggested 

to mitigate climate change [5].  A variety of storage media, technologies, and value-chain components have been 
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B Y  J E F F  T O L L E F S O N 

When a chartered fishing boat strewed 
100 tonnes of iron sulphate into the 
ocean off western Canada last July, 

the goal was to supercharge the marine ecosys-
tem. The iron was meant to fertilize plankton, 
boost salmon populations and sequester car-
bon. Whether the ocean responded as hoped 
is not clear, but the project has touched off an 
explosion on land, angering scientists, embar-
rassing a village of indigenous people and 
enraging opponents of geoengineering.

The first reports about the project, which 
appeared in British newspaper The Guardian 
on 15 October, presented it as a rogue geo-
engineering scheme — the largest in history 
— in “blatant violation” of international trea-
ties. Critics suggested that Russ George, a US 
entrepreneur, had persuaded the Haida Nation 
village of Old Massett on the Queen Charlotte 
Islands to fund the project by promising that 
it would be possible to sell carbon credits for 
the carbon dioxide taken up by phytoplankton. 

The reality was much more complex, and 
it underscores the combustible politics and 
uncertain science of geoengineering. 

Contacted by Nature, George lashed out at 
the media and “radical environmentalists” for 
manufacturing a “racist” story about a maverick 
geoengineer taking advantage of naive natives. 
“This was their work and their project,” he says. 
“It is not the result of them being too stupid to 
know better.” 

It is now clear that Old Massett, a fishing 
village of fewer than 1,000 people, embraced 
the project in hopes of restoring dwindling 
salmon runs by boosting phytoplankton and, 
in turn, the entire marine food web. Villagers 
voted in February 2011 to lend Can$2.5 mil-
lion (US$2.5 million) to the Haida Salmon 
Restoration Corporation (HSRC) to fertilize 
the ocean, says John Disney, head of the Old 
Massett-based corporation and economic-
development officer for the village. George, 
who previously headed Planktos, a firm based 
in San Francisco, California, that had sought to 
commercialize ocean fertilization using iron, 
signed on as chief scientist after the HSRC 
approached him, says Disney. The company 
planned to repay the village for its loan by sell-
ing carbon credits to companies seeking to 
offset their greenhouse-gas emissions, he adds. 

“We created life where there wasn’t life,” says 
Disney, adding that the fertilization fed a phyto-
plankton bloom of some 10,000 square kilome-
tres, which attracted fish, birds and whales (see 
‘Sowing controversy’). “The only difference 
between what we’ve done and what everybody 
else has done is that we’ve taken it up a notch.” 

In fact, the Old Massett scheme dumped 
five times more iron than previous fertiliza-
tion experiments. And no scientists outside 
the project have seen data that might show 
whether it worked as advertised. “I’m not 
going to condemn it offhand, but this is just 
not the way to do this experiment,” says Vic-
tor Smetacek, a marine biologist with the 

Alfred Wegener Institute for Polar and Marine 
Research in Bremerhaven, Germany. “It’s quite 
sophisticated science, and it would have been 
good if scientists had carried it out.” 

The project was also on uncertain legal 
grounds. Ocean fertilization is restricted by a 
voluntary international moratorium on geo-
engineering, as well as a treaty on ocean pol-
lution. Both agreements include exemptions 
for research, and the treaty calls on national 
environment agencies to regulate experiments. 
Officials from Environment Canada say that 
the agency warned project leaders in May that 
ocean fertilization would require a permit. 

“Environment Canada did not approve this 
non-scientific event,” environment minister 
Peter Kent told Parliament on 18 October. 
“Enforcement officers are now investigating.” 
The Canadian National Research Council gave 
nearly Can$70,000 in funding to the HSRC, 
and the US National Oceanic and Atmospheric 
Administration provided 20 buoys to help to 
monitor water conditions. But officials at those 
agencies say they were never informed of the 
ocean-fertilization project, and they thought 
that the work involved salmon ecology. 

Jason Blackstock, a geoengineering expert at 
the University of Oxford, UK, says that the situ-
ation highlights the grey area between geoengi-
neering to alter global climate, and local actions 
with other goals such as boosting salmon stocks 
or seeding clouds for weather modification. 
“This has the potential to become a ubiquitous 

G E O E N G I N E E R I N G

Ocean-fertilization project 
off Canada sparks furore
Bid to boost salmon stocks relied on hotly debated science and dubious carbon credits.

C A N A D A

U N I T E D
S T A T E S

Site of ocean
fertilization

A company backed by a Canadian indigenous 
group has attempted to fertilize a region of the 
Paci!c Ocean important for salmon stocks.

Old Massett

SOWING CONTROVERSY

Workers on a Haida Salmon Restoration Corporation boat release iron sulphate into the Pacific Ocean.
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Analysis and Status of Post-Combustion Carbon Dioxide
Capture Technologies
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’ INTRODUCTION

A number of governmental agencies at the state, federal, and
international levels are actively discussing limitations on the
emissions of greenhouse gases (GHG), including CO2. The
electricity generation industry is among the first group of
emission sources being targeted for GHG reductions, including
CO2, because coal-fired power plants are the largest stationary
point-source emitters of anthropogenic CO2.

1 Regulations re-
quiring the electric generation industry to reduce CO2 emissions
have already emerged at the state2 and local levels, and are
expected at the national level in the United States. Even without
explicit legislation, requests to add new coal-fired power plants
are being denied at the local permitting level on the basis that
they do not include CO2 controls at the onset or have no plans to
add them in the near term.3 Indeed in 2009, coal supplied only
44.5% of U.S. electricity, down from 48.2% in 2008 and over 50%
in years prior.4 Table 1 shows that in 2008, CO2 emissions from
electricity generation in the U.S. accounted for about 40% of
anthropogenic CO2 emissions and 34% of the total anthropo-
genic GHG emissions.5,6 Globally, approximately 31.2 Gt CO2
was emitted in 2008 from fossil fuel combustion and cement,
dropping by 1.3% in 2009.7

One option for controlling CO2 emissions is carbon capture
and storage (CCS), where CO2 is separated from flue gas and
permanently stored in large subsurface geologic reservoirs. In
part, due to the absence of national and international regulations,
or limited carbon markets, no postcombustion CO2 capture
(PCC) systems have been demonstrated at utility-scale on any
coal- or gas-fired power plants thus far. Moreover, no PCC
technologies are available for order with commercial guarantees
for coal-fired power plants, though some companies provide

guarantees for commercial-scale gas-fired power plants today
with intentions for coal-fired power plants by 2012.8 Near-term
PCC technologies are being developed and demonstrated at
subscale and are progressing toward market readiness, but these
first-generation capture technologies are energy intensive and,
when implemented, will significantly increase the cost of elec-
tricity (COE) for the host power plant.9,10 CCS economics
typically include the cost of capture and compression, and some-
times transport and storage. Costs are commonly reported in
$/tonne CO2 captured or $/tonne CO2 avoided, which are defined
elsewhere.9,10 The International Energy Agency (IEA) summarized
the findings from recent CCS economic studies from leading
institutions and reported the average cost for capture and com-
pression to be $58/tonne CO2 avoided, not including trans-
port and storage, leading to 63% rise in the levelized cost of
electricity.11

Recognizing the need to reduce these costs, the U.S. Depart-
ment of Energy (DOE) set a goal for CO2 mitigation technol-
ogies to be widely deployable by 2020 that can achieve less than
35% COE increase with the following: 90% CO2 capture,
compression to 140 bar (2000 psi), 160 km (100 miles)
transportation, 1525 m (5000 ft) injection, and 100-year storage
with measurement, monitoring, and verification.12 Among cap-
ture, compression, transport, and storage, CO2 capture is the
most expensive, representing 60!70% of the total CCS cost,
with compression requiring∼20%, and the balance for transport,

Received: December 21, 2010
Accepted: September 9, 2011
Revised: September 7, 2011

ABSTRACT: The Electric Power Research Institute (EPRI) undertook a multiyear effort to understand the
landscape of postcombustion CO2 capture technologies globally. In this paper we discuss several central issues
facing CO2 capture involving scale, energy, and overall status of development. We argue that the scale of CO2
emissions is sufficiently large to place inherent limits on the types of capture processes that could be deployed
broadly. We also discuss the minimum energy usage in terms of a parasitic load on a power plant. Finally, we
present summary findings of the landscape of capture technologies using an index of technology readiness
levels.

Environ. Sci. Technol. 2011, 45, 8624–8632
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A Cheap and Easy Plan to Stop Global 
Warming
Intentionally engineering Earth’s atmosphere to offset rising temperatures could 
be far more doable than you imagine, says David Keith. But is it a good idea?

By David Rotman on February 8, 2013

Why It Matters
The climate warming resulting from increased levels of carbon dioxide will last at least a thousand years. Geoengineering might be the only way to turn down 
Earth’s thermostat.

Here is the plan. Customize several Gulfstream business jets with military engines and with equipment to produce and disperse fine 
droplets of sulfuric acid. Fly the jets up around 20 kilometers—significantly higher than the cruising altitude for a commercial jetliner but 
still well within their range. At that altitude in the tropics, the aircraft are in the lower stratosphere. The planes spray the sulfuric acid, 
carefully controlling the rate of its release. The sulfur combines with water vapor to form sulfate aerosols, fine particles less than a 
micrometer in diameter. These get swept upward by natural wind patterns and are dispersed over the globe, including the poles. Once 
spread across the stratosphere, the aerosols will reflect about 1 percent of the sunlight hitting Earth back into space. Increasing what 
scientists call the planet’s albedo, or reflective power, will partially offset the warming effects caused by rising levels of greenhouse 
gases.

The author of this so-called geoengineering scheme, David Keith, doesn’t want to implement it anytime soon, if ever. Much more 
research is needed to determine whether injecting sulfur into the stratosphere would have dangerous consequences such as disrupting 
precipitation patterns or further eating away the ozone layer that protects us from damaging ultraviolet radiation. Even thornier, in some 
ways, are the ethical and governance issues that surround geoengineering—questions about who should be allowed to do what and when. 
Still, Keith, a professor of applied physics at Harvard University and a leading expert on energy technology, has done enough analysis to 
suspect it could be a cheap and easy way to head off some of the worst effects of climate change.

According to Keith’s calculations, if operations were begun in 2020, it would take 25,000 metric tons of sulfuric acid to cut global 
warming in half after one year. Once under way, the injection of sulfuric acid would proceed continuously. By 2040, 11 or so jets 
delivering roughly 250,000 metric tons of it each year, at an annual cost of $700 million, would be required to compensate for the 
increased warming caused by rising levels of carbon dioxide. By 2070, he estimates, the program would need to be injecting a bit more 
than a million tons per year using a fleet of a hundred aircraft.
One of the startling things about Keith’s proposal is just how little sulfur would be required. A few grams of it in the stratosphere will 
offset the warming caused by a ton of carbon dioxide, according to his estimate. And even the amount that would be needed by 2070 is 
dwarfed by the roughly 50 million metric tons of sulfur emitted by the burning of fossil fuels every year. Most of that pollution stays in 
the lower atmosphere, and the sulfur molecules are washed out in a matter of days. In contrast, sulfate particles remain in the stratosphere 
for a few years, making them more effective at reflecting sunlight.

The idea of using sulfate aerosols to offset climate warming is not new. Crude versions of the concept have been around at least since a 
Russian climate scientist named Mikhail Budkyo proposed the idea in the mid-1970s, and more refined descriptions of how it might work 
have been discussed for decades. These days the idea of using sulfur particles to counteract warming—often known as solar radiation 
management, or SRM—is the subject of hundreds of papers in academic journals by scientists who use computer models to try to predict 
its consequences.

But Keith, who has published on geoengineering since the early 1990s, has emerged as a leading figure in the field because of his 
aggressive public advocacy for more research on the technology—and his willingness to talk unflinchingly about how it might work. Add 
to that his impeccable academic credentials—last year Harvard lured him away from the University of Calgary with a joint appointment 
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Impact of Anthropogenic CO2 on
the CaCO3 System in the Oceans

Richard A. Feely,1,* Christopher L. Sabine,1 Kitack Lee,2

Will Berelson,3 Joanie Kleypas,4 Victoria J. Fabry,5

Frank J. Millero6

Rising atmospheric carbon dioxide (CO2) concentrations over the past two
centuries have led to greater CO2 uptake by the oceans. This acidification
process has changed the saturation state of the oceans with respect to calcium
carbonate (CaCO3) particles. Here we estimate the in situ CaCO3 dissolution
rates for the global oceans from total alkalinity and chlorofluorocarbon data,
and we also discuss the future impacts of anthropogenic CO2 on CaCO3 shell–
forming species. CaCO3 dissolution rates, ranging from 0.003 to 1.2micromoles
per kilogram per year, are observed beginning near the aragonite saturation
horizon. The total water column CaCO3 dissolution rate for the global oceans
is approximately 0.5 ! 0.2 petagrams of CaCO3-C per year, which is approx-
imately 45 to 65% of the export production of CaCO3.

Atmospheric CO2 concentrations oscillated be-
tween 200 and 280 parts per million (ppm) over
the 400,000 years before the industrial period.
Current atmospheric concentrations are now ap-
proaching 380 ppm as a result of the industrial and
land use activities of humankind. In the past few
decades, only half of the CO2 released by human
activity has remained in the atmosphere; of the
remainder, about 30% has been taken up by the
ocean and 20% by the terrestrial biosphere (1).

Most previous estimates of oceanic uptake
of CO2 were made using ocean circulation
models calibrated with tracer observations.
Recently, a large global data set of ocean
tracer and carbon system observations has
been acquired through the World Ocean Cir-

culation Experiment/Joint Global Ocean Flux
Study. These observations indicate a total
ocean uptake of anthropogenic CO2 of ap-
proximately 118 ! 19 Pg of C (1 Pg of C "
1015 g of C) between 1800 and 1994 (1).

Estimates of future atmospheric and oceanic
CO2 concentrations, based on the Intergovern-
mental Panel on Climate Change emission sce-
narios and general circulation models, suggest
that by the end of the century CO2 levels could
be over 800 ppm (2). Corresponding models for
the oceans indicate that surface-water dissolved
inorganic carbon (DIC) could probably increase
by more than 12%, and the carbonate ion con-
centration would decrease by almost 60% (3)
(Fig. 1). The corresponding pH drop would be

about 0.4 pH units in surface waters (4). Such
dramatic changes of the CO2 system in open-
ocean surface waters have probably not oc-
curred for more than 20 million years of Earth’s
history. If they do occur, they can potential-
ly have significant impacts on the biologi-
cal systems in the oceans in ways we are
only beginning to understand (5). Thus, the
delicate balance of marine planktonic spe-
cies could undergo significant shifts in the
future as humankind continues along the
path of unintentional CO2 sequestration in
the surface oceans.

Concern about the long-term fate of an-
thropogenic CO2 in the atmosphere and
ocean has motivated scientists to examine the
distributions of DIC and total alkalinity (TA)
in the oceans. Processes that increase the TA
in the upper ocean facilitate the uptake of
anthropogenic CO2 from the atmosphere. The
dissolution of marine carbonates, including
biogenic magnesian calcites (from coralline
algae), aragonite (from corals and pteropods),

1Pacific Marine Environmental Laboratory, National
Oceanic and Atmospheric Administration, Seattle, WA
98115–6349, USA. 2School of Environmental Science
and Engineering, Pohang University of Science and Tech-
nology, San 31, Nam-gu, Hyoja-dong, Pohang, 790–784,
Republic of Korea. 3Department of Earth Sciences, Uni-
versity of Southern California, Los Angeles, Los Angeles,
CA 90089–0740, USA. 4Environmental and Societal Im-
pacts Group, National Center for Atmospheric Research,
Boulder, CO 80307–3000, USA. 5Department of Biolog-
ical Sciences, California State University San Marcos, San
Marcos, CA 92096–0001, USA. 6University of Miami/
Rosenstiel School of Marine and Atmospheric Sciences,
Miami, FL, USA.

*To whom correspondence should be addressed. E-
mail: richard.a.feely@noaa.gov

Fig. 1. (A) Atmospheric CO2 emission scenario and concentrations
based on the Los Alamos National Laboratory general circulation model
after Caldeira and Wickett (4). Gt, gigatons. (B) Relation between the
concentrations of carbonate species in surface waters at constant
salinity and TA for surface waters spanning the approximate range of
temperatures observed in the oceans as a function of the surface ocean
pCO2 in #atm. The solid vertical light green line shows the range of
carbonate ion concentrations observed in the present-day oceans, and
the solid vertical magenta line shows the range of dissolved inorganic
carbon concentrations. The three sets of parallel horizontal lines show
the equilibrium carbonate ion concentrations for magnesian calcite,
aragonite, and calcite saturation, respectively.
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A New Iron Agel Or A Ferric Fantasy
by John H. Marlin

I first became Interested in Iron In
the ocean at a U.S. JGOFS steering
committee In San Francisco
during December 1986 at which
Bruce Frost of the University of
Washington gave an excellent
briefing on the abundance of unused
major nutrIents in the offshore waters
surroundIng Antarctica.
Bruce outlined various hypotheses

concerned with cold temperatures,
low light levels, high grazing rates
and the Ilke. After his presentation I
told hIm that I enjoyed his talk, but
that the real reason for the nonutili-
zation ofmalor nutrIents was Fe
deficll:ncy, after all.
Bruce smiled, covered his ears and

said that It was too sImple and he
didn't want to hear about it. Jim
McCarthy of Harvard UniversIty's
Museum of Comparative Zoology
joIned us and soon said that he dIdn't
want to hear about iron either.
Naturally, this good·natured chal-
lenge made me all the more anxJous
to tell them about it. In order to do
so, I had to quIt bluffing and see if
there really was any serious evidence
for oceanic Fe deficiency.
After I returned to my office at Moss
Landing Marine LaboratOries, I
started to go through the clutter on
my desk. After some frantic dIgging, 1
found a top-quality Fe data set
produced by my MlML associate
MIke Gordon pius a reprint from Bob
Duce, the famed atmospheric chemist
from the University of Rhode Island.
Bob estimated that fallout of iron-

rich atmospheric dust provided about
50% of the Fe needed by open-ocean
phytoplankton. 1plugged Mike
Gordon's latest Fe numbers into Bob's
formula, and the new estimate
suggested that 95%, not 50%, of the
phytoplankton's Fe requirement had
to come from fallout from the
atmosphere. It also suggested that the
deep ocean water in rhe PacIfic, once
raIsed to the surface, was basically
infertile because it dIdn't contain
enough iron to allow the phytoplank-
ton to make use of the avaIlable NO,.
From myoid days with Bob Duce in
the lOOE (International Decade of
Ocean Exploration) Pollutant Transfer
Program, 1recalled that the dust
input into the Antarctic was very low.
Looking for a more recent Antarctic
estimate, 1came across the French/
Soviet Vostok lee core work ofDe
Angelis and his colleagues, which

U.S. JGOFS Newsleuer - April 1990

lUuslraUon by E. Paul Oberlander

showed that the present-day dust
level was indeed very low. During the
icc ages, however, it had been much
higher.
My investigation led me onward to
the scenario created by taiented
Princeton modelers Jorge Sarmiento
and Robbie Toggweiler concerning
atmospheric carbon dioxJde, the
blologicai pump and the use or
nonuse of major nutrients in the
Southern Ocean.
Then another French/Soviet team of
glaciologists (Barnola et a1.) published
their CO, data from the Vostok icc
core. When the Vostok F'e data were
superimposed on the CO, data, the
result was a striking inverse relation·
ship. Mutterlngs Increased from the
growing numbers of Fe skeptics.
A desire to learn more about the

Antarctic led me ro a review of the
expedition of the British research
vessel Discovery. Those were the days
(1925-27) when persons were persons
and the scientists were gone for three
years!
Sir Alister Hardy F.R.S. describes this
monumental effort in writing, water
color and fascinating detail in his
book Great Walers. The British
scientists went to the Antarctic to
study the relationship between
phytoplankton, ktill and the whale
fishery.
While reading the book through my

iron-glazed eyes, I looked for evi-
dence in support of the Fe hypothesis
and noted the mention of great
abundance of phytoplankton and
krill, not to mention whales, on the
shallow, iron-rich South Georgia
Whaling grounds. To my surprise and

(ConL on page 11)

JGOFS-IGAC Cooperation
Planned On Ocean/

Atmosphere Interactions
Recognizing their common interest
in understanding the biogecchemical
exchanges between the atmosphere
and the ocean, a working group of
representatives of the Joint Global
Ocean Flux Study OGOFS), the
International Global Atmospheric
Chemistry (IGAC) program and the
International Geosphere.Biosphere
Programme (IGBp) got together in
San Francisco iast December to define
overlapping areas of interest and look
for ways to work together.
Peter Liss from IGBP served as

chairman. Also attending were IGBP
representatives PatrIck Holligan and
James McCarthy. JGOFS participants
were Richard Gammon, Margaret
Leinen and John Martin. Robert
Charlson, Robert Duce and Joseph
Prospero represented IGAC, and
David Hurd attended from the
National ScIence Foundation.
The meeting was held under the

aegis of IGBP's Coordinating Panel 2.
Both JGOFS and IGAC have been
designated as IGBP core programs.
Participants agreed that certain

important biogeochemicallnterac-
tions require interdisciplinary
investigation. JGOFS and IGAC are
linked, the meeting report noted, by
"the recognition that the living ocean
strongly modifies the trace gas
composition of the atmosphere and
that, for climate prediction, experi-
mental and modeling studies of this
interaction are required, and further
that atmospheric deposition can
affect ocean productivity."
Among the scientific topiCS dIs-

cussed was the issue of atmospheric
Inputs to the oceans. Discussion
focused on three aspects of the
problem: the effect ofclouds and
ozone on the quantity and quality of
light at the ocean surface; the
deposition of continental dust as a
source of iron for open ocean phyto-
plankton, and the supply of nutrients
such as nitrogen and ammonium to
the surface waters in the form of
aerosols.
Ocean inputs to the atmosphere

formed the next topic. Workshop
participants discussed the role of
emissions of dImethylsulfide, a
byproduct of algal metabolism, In the
atmospheric sulfur budget, the
formation ofcloud condensation
nudei and the acid-base chemistry of
rainwater. Also dIscussed were a

(ConL on page 6)
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THE ELEMENTAL COMPOSITION OF SOME MARINE PHYTOPLANKTON1

Tung-Yuan Ho2,3

Department of Geosciences, Princeton University, Princeton, New Jersey 08544, USA

Antonietta Quigg,3 Zoe V. Finkel
Environmental Biophysics and Molecular Ecology Program, Institute of Marine and Coastal Sciences, Rutgers University,

New Jersey 08901, USA

Allen J. Milligan
Department of Geosciences, Princeton University, Princeton, New Jersey 08544, USA

Kevin Wyman
Environmental Biophysics and Molecular Ecology Program, Institute of Marine and Coastal Sciences, Rutgers University,

New Jersey 08901, USA

Paul G. Falkowski
Environmental Biophysics and Molecular Ecology Program, Institute of Marine and Coastal Sciences, Rutgers University,

New Jersey 08901, USA; and Department of Geology, Rutgers University, New Jersey 08901, USA

and

François M. M. Morel
Department of Geosciences, Princeton University, Princeton, New Jersey 08544, USA

We analyzed the cellular content of C, N, P, S, K,
Mg, Ca, Sr, Fe, Mn, Zn, Cu, Co, Cd, and Mo in 15
marine eukaryotic phytoplankton species in culture
representing the major marine phyla. All the
organisms were grown under identical culture
conditions, in a medium designed to allow rapid
growth while minimizing precipitation of iron
hydroxide. The cellular concentrations of all me-
tals, phosphorus, and sulfur were determined by
high-resolution inductively coupled plasma mass
spectrometry (HR-ICPMS) and those of carbon and
nitrogen by a carbon hydrogen nitrogen analyzer.
Accuracy of the HR-ICPMS method was validated
by comparison with data obtained with 55Fe radio-
active tracer and by a planktonic reference material.
The cellular quotas (normalized to P) of trace metals
and major cations in the biomass varied by a factor
of about 20 among species (except for Cd, which
varied over two orders of magnitude) compared with
factors of 5 to 10 for major nutrients. Green algae
had generally higher C, N, Fe, Zn, and Cu quotas
and lower S, K, Ca, Sr, Mn, Co, and Cd quotas than
coccolithophores and diatoms. Co and Cd quotas
were also lower in diatoms than in coccolithophores.
Although trace element quotas are influenced by a
variety of growth conditions, a comparison of our

results with published data suggests that the
measured compositions reflect chiefly the intrinsic
(i.e. genetically encoded) trace element physiology
of the individual species. Published field data on the
composition of the planktonic biomass fall within
the range of laboratory values and are generally
close to the approximate extended Redfield formula
given by the average stoichiometry of our model
species (excluding the hard parts):

ðC124N16P1S1:3K1:7Mg0:56Ca0:5Þ1000Sr5:0Fe7:5Zn0:80

Cu0:38Co0:19Cd0:21Mo0:03

While clearly this elemental stoichiometry varies
between species and, potentially, in response to
changes in the chemistry of seawater, it provides a
basis for examining how phytoplankton influence
the relative distributions of the ensemble of major
and trace elements in the ocean.

Key index words: culture medium; elemental com-
position; ICPMS; marine phytoplankton; nutrients;
quotas; Redfield ratio; trace elements; trace metals;
trace nutrients

Abbreviation: HR-ICPMS, high-resolution induc-
tively coupled plasma mass spectrometry

Over the past two decades, both culture and field
studies have revealed that trace metals can be impor-
tant in controlling primary production and regulating
the community structure ofmarine phytoplankton. For

1Received 9 May 2003. Accepted 4 September 2003.
2 Author for correspondence and present address: Institute of

Earth Sciences, Academia Sinica, Taipei, Taiwan.
e-mail tyho@earth.sinica.edu.tw.

3T.-Y. Ho and A. Quigg contributed equally to this study.
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(C124N16P1S1.3K1.7Mg0.56Ca0.5)1000
Sr5.0Fe7.5Zn0.80Cu0.38Co0.19Cd0.21Mo0.03

THE ELEMENTAL COMPOSITION OF SOME MARINE PHYTOPLANKTON

C/Fe = 16,500:1
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a b s t r a c t

Ocean iron fertilization is currently discussed as a potential measure to mitigate climate change by
enhancing oceanic CO2 uptake. Its mitigation potential is not yet well explored, and carbon offsets
generated through iron fertilization activities could currently not be traded on regulated carbon
markets. Still, commercial interests in ocean iron fertilization already exist, which underlines the need
to investigate a possible regulatory framework for it. To this end, I first discuss important basic aspects
of ocean iron fertilization, namely its scientific background, quantitative potential, side effects, and
costs. In a second step, I review regulatory aspects connected to ocean iron fertilization, like its legal
status and open access issues. Moreover, I analyze how the regulations for afforestation and
reforestation activities within the framework of the Kyoto Clean Development Mechanism (CDM)
could be applied to ocean iron fertilization. Main findings are that the quantitative potential of ocean
iron fertilization is limited, that costs are higher than initially hoped, and that potential adverse side
effects are severe. Moreover, the legal status of ocean iron fertilization is currently not well defined,
open access might cause inefficiencies, and the CDM regulations could not be easily applied to ocean
iron fertilization.

& 2009 Elsevier Ltd. All rights reserved.

1. Introduction

The world is very likely to experience a range of adverse
climate change impacts in the coming decades, which underlines
the need to investigate measures to mitigate these impacts (IPCC,
2007a, b). Ocean iron fertilization is currently discussed as one
measure to mitigate climate change. It aims at stimulating
phytoplankton growth in certain parts of the ocean by adding
iron artificially to the water, thus enhancing oceanic CO2 uptake
and reducing atmospheric CO2 concentrations (Denman, 2008;
Buesseler et al., 2008). Ocean iron fertilization belongs to the
group of geoengineering options, aiming at mitigating climate
change by intentionally altering the environment on a planetary
scale.1 So far, serious research on geoengineering is still in its
infancy but there is an increasing awareness that a serious
consideration of such options and involved regulatory and
economic aspects is important (Victor et al., 2009; Barrett, 2007).

The utilization of ocean iron fertilization, as well as that of
other geoengineering options, is highly debated, which is due to
the fact that its effects, including intended and unintended ones,

are not yet fully understood (Buesseler et al., 2008; Powell,
2008a). Still, there are vital commercial interests that favour using
ocean iron fertilization in order to sequester CO2, generate carbon
offsets, and sell these offsets on carbon markets (Leinen et al.,
2008). As of today, selling carbon offsets generated through iron
fertilization projects would only be possible on voluntary carbon
markets, and these carbon offsets could not be used for
compliance with the Kyoto protocol (Powell, 2008a). However,
continually increasing CO2 emissions to the atmosphere could
raise the pressure to include further sinks into a post-Kyoto
agreement (Rehdanz et al., 2005; Michaelowa et al., 2005). The
sink enhancement activities currently accepted by the Kyoto
protocol are summarized as land use, land use change, and
forestry or LULUCF projects (UNFCCC, 2005b). The understanding
of these activities had been poor for a long time too, before they
were finally integrated into the Kyoto regulations. So, given the
commercial interests that foster employing ocean iron fertiliza-
tion on larger scales, it is necessary to investigate its potential as a
climate change mitigation option as well as regulatory issues
connected to its utilization.

Recently, there have been a few contributions discussing
regulatory aspects connected to ocean iron fertilization. Freestone
and Rayfuse (2008) analyze the legal status of iron fertilization
activities and touch upon problems that would arise if such
activities were implemented into the framework of the Kyoto
Clean Development Mechanism (CDM). However, they only
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Deep carbon export from a Southern
Ocean iron-fertilized diatom bloom
Victor Smetacek1,2*, Christine Klaas1*, Volker H. Strass1, Philipp Assmy1,3, Marina Montresor4, Boris Cisewski1,5, Nicolas Savoye6,7,
Adrian Webb8, Francesco d’Ovidio9, Jesús M. Arrieta10,11, Ulrich Bathmann1,12, Richard Bellerby13,14, Gry Mine Berg15,
Peter Croot16,17, Santiago Gonzalez10, Joachim Henjes1,18, Gerhard J. Herndl10,19, Linn J. Hoffmann16, Harry Leach20, Martin Losch1,
Matthew M. Mills15, Craig Neill13,21, Ilka Peeken1,22, Rüdiger Röttgers23, Oliver Sachs1,24, Eberhard Sauter1, Maike M. Schmidt25,
Jill Schwarz1,26, Anja Terbrüggen1 & Dieter Wolf-Gladrow1

Fertilization of the ocean by adding iron compounds has induced diatom-dominated phytoplankton blooms
accompanied by considerable carbon dioxide drawdown in the ocean surface layer. However, because the fate of
bloom biomass could not be adequately resolved in these experiments, the timescales of carbon sequestration from
the atmosphere are uncertain. Here we report the results of a five-week experiment carried out in the closed core of a
vertically coherent, mesoscale eddy of the Antarctic Circumpolar Current, during which we tracked sinking particles
from the surface to the deep-sea floor. A large diatom bloom peaked in the fourth week after fertilization. This was
followed by mass mortality of several diatom species that formed rapidly sinking, mucilaginous aggregates of entangled
cells and chains. Taken together, multiple lines of evidence—although each with important uncertainties—lead us to
conclude that at least half the bloom biomass sank far below a depth of 1,000 metres and that a substantial portion is
likely to have reached the sea floor. Thus, iron-fertilized diatom blooms may sequester carbon for timescales of centuries
in ocean bottom water and for longer in the sediments.

The Southern Ocean is regarded as a likely source and sink of atmo-
spheric CO2 over glacial–interglacial climate cycles, but the relative
importance of physical and biological mechanisms driving CO2

exchange are under debate1,2. The iron hypothesis3, which is based
on iron limitation of phytoplankton growth in extensive, nutrient-
rich areas of today’s oceans, is that the greater supply of iron-bearing
dust to these regions during the dry glacials stimulated phytoplankton
blooms that, by sinking from the surface to the deep ocean, sequestered
climatically relevant amounts of carbon from exchange with the atmo-
sphere. Twelve ocean iron fertilization (OIF) experiments carried out
to test this hypothesis have provided unambiguous support for the first
condition: that iron addition generates phytoplankton blooms in
regions with high nutrient but low chlorophyll concentrations includ-
ing the Southern Ocean4,5. The findings are consistent with satellite
observations of natural phytoplankton blooms in these regions stimu-
lated by dust input from continental6 and volcanic7 sources.

The timescales on which CO2 taken up by phytoplankton is
sequestered from the atmosphere depend on the depths at which
organic matter sinking out of the surface layer is subsequently
remineralized back to CO2 by microbes and zooplankton. In the

Southern Ocean, the portion of CO2 retained within the 200-m-deep
winter mixed layer would be in contact with the atmosphere within
months, but carbon sinking to successively deeper layers, and finally
the sediments, will be sequestered for decades to centuries or longer.
Previous OIF experiments have not adequately demonstrated the fate
and depth of sinking of bloom biomass5, so it is uncertain whether
mass, deep-sinking events comparable to those observed in the
aftermath of natural blooms8 also ensue from OIF blooms.
Furthermore, palaeo-oceanographic proxies from the underlying
sediments are ambiguous regarding productivity of the glacial
Southern Ocean1,2,9,10. Hence, the second condition of the iron hypo-
thesis, that OIF-generated biomass sinks to greater depths, has yet to
be confirmed. The issue is currently receiving broad attention because
OIF is one of the techniques listed in the geoengineering portfolio to
mitigate the effects of climate change11.

Monitoring the sinking flux from an experimental bloom requires
vertical coherence between surface and deeper layers, a condition
fulfilled by the closed cores of mesoscale eddies formed by meandering
frontal jets of the Antarctic Circumpolar Current, which are prom-
inent in satellite altimeter images as sea surface height anomalies12. An
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 Ocean
 Fertilization
 Science, Policy, and Commerce

B Y  A A R O N  L .  S T R O N G ,  J O H N  J .  C U L L E N , 

A N D  S A L L I E  W.  C H I S H O L M

S C I E N C E  A N D  P O L I C Y  F E AT U R E

ABSTR ACT. Over the past 20 years there has been growing interest in the 
concept of fertilizing the ocean with iron to abate global warming. !is interest 
was catalyzed by basic scienti"c experiments showing that iron limits primary 
production in certain regions of the ocean. !e approach—considered a form of 
“geoengineering”—is to induce phytoplankton blooms through iron addition, with 
the goal of producing organic particles that sink to the deep ocean, sequestering 
carbon from the atmosphere. With the controversy surrounding the most recent 
scienti"c iron fertilization experiment in the Southern Ocean (LOHAFEX) and 
the ongoing discussion about restrictions on large-scale iron fertilization activities 
by the London Convention, the debate about the potential use of iron fertilization 
for geoengineering has never been more public or more pronounced. To help 
inform this debate, we present a synoptic view of the two-decade history of iron 
fertilization, from scienti"c experiments to commercial enterprises designed to 
trade credits for ocean fertilization on a developing carbon market. !roughout 
these two decades there has been a repeated cycle: Scienti"c experiments are 
followed by media and commercial interest and this triggers calls for caution and 
the need for more experiments. Over the years, some scientists have repeatedly 
pointed out that the idea is both unproven and potentially ecologically disruptive, 
and models have consistently shown that at the limit, the approach could not 
substantially change the trajectory of global warming. Yet, interest and investment 
in ocean fertilization as a climate mitigation strategy have only grown and 
intensi"ed, fueling media reports that have misconstrued scienti"c results, and 
con#ated scienti"c experimentation with geoengineering. We suggest that it is 
time to break this two-decade cycle, and argue that we know enough about ocean 
fertilization to say that it should not be considered further as a means to mitigate 
climate change. But, ocean fertilization research should not be halted: if used 
appropriately and applied to testable hypotheses, it is a powerful research tool for 
understanding the responses of ocean ecosystems in the context of climate change.
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Figure 4. Locations of major artificial iron enrichment experiments, including the pilot demonstrations of 
GreenSea Venture and Planktos. Color heat map represents surface nitrate concentrations with warmer 
colors indicating higher concentrations, showing three major HNLC regions in the Southern Ocean, the 

eastern equatorial Pacific, and the subarctic Pacific. Data from National Virtual Ocean Data System, 
http://ferret.pmel.noaa.gov/NVODS/; analyzed nitrate data from the World Ocean Atlas 2005
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Bax/Bak action in mitochondria. These
agents release Ca2+ themselves and kill
more efficiently when Ca2+ is further in-
creased by physiological or pathological
stimuli, accounting for the “Ca2+-precondi-
tioning” observed in previous studies (5).
Killing absolutely requires an increase in
mitochondrial Ca2+, and thus strictly de-
pends on ER Ca2+ levels. In the second cat-
egory are agents, such as tBid, that require
the presence of Bax or Bak in the mito-
chondria but do not engage the ER Ca2+

gateway. These agents do not require mito-
chondrial Ca2+ and kill efficiently at all ER
Ca2+ loads. The third category is constitut-
ed of agents—such as etoposide, stau-
rosporine, brefeldin A, and T cell receptor
activation—that engage both pathways.
These agents require both Ca2+ and the
presence of Bax or Bak in mitochondria,
and both ER Ca2+ and Bax/Bak levels mod-
ulate their killing potency. 

The Bax/Bak-deficient mouse cells of
Scorrano et al. are the first loss-of-function
model in which an alteration in Ca2+ han-
dling is causally linked to cell killing, but
the mechanism leading to decreased ER
Ca2+ is not established. The presence of
normal amounts of Ca2+ signaling proteins
in Bax/Bak-deficient cells suggests that the
defect is either directly caused by the
Bax/Bak proteins themselves or is mediat-

ed by a change in activity, rather than con-
tent, of a Ca2+ handling protein. A possible
candidate for such modulation is the IP3 re-
ceptor, the principal Ca2+-release channel
of the ER, whose activity undergoes com-
plex regulation by Ca2+, ATP, and phosphor-
ylation. SERCA proteins are also subject to
modulation, and it will be interesting to see
whether Bax/Bak inactivation is associated
with changes in activity of the IP3 channel
or of SERCA. Another likely partner is the
antiapoptotic protein Bcl-2. The effects of
Bak/Bax inactivation mimic those of Bcl-2
overexpression, suggesting that the balance
between Bax/Bak and Bcl-2, rather than
the amounts of the individual proteins, de-
termines ER Ca2+ load. Manipulation of
Bcl-2 expression in Bax/Bak-ablated cells
will allow researchers to test directly this
“rheostat” model, and to confirm whether
Bcl-2 and Bax/Bak indeed coregulate ER
Ca2+. 

The Scorrano et al. study defines a new
role for the ER-mitochondria Ca2+ connec-
tion. The ER is now envisioned as a gun
pointed at the mitochondria, which can be
loaded and unloaded with Ca2+ by Bax and
Bcl-2 proteins. Some, but not all, apoptot-
ic signals are able to pull the ER Ca2+ trig-
ger, and hence to kill cells in a strictly
Ca2+-dependent manner. Future studies
will determine whether this mechanism al-

so occurs when Bcl-2 family members are
expressed at physiological levels in vivo,
and whether physiological death signals
are able to pull the Ca2+ trigger.
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Iron fertilization of the ocean—a potential
strategy to remove CO2 from the atmo-
sphere—has generated much debate

among ocean and climate scientists (1–4). It is
viewed as particularly attractive by geoengi-
neers because the addition of relatively small
amounts of iron to certain ocean regions may
lead to a large increase in carbon sequestra-
tion at a relatively low financial cost.

To assess whether iron fertilization has
potential as an effective sequestration strat-
egy, we need to measure the ratio of iron
added (Feadd) to the amount of carbon se-
questered (Cseq) (in the form of sinking
particulate organic carbon, POC) to the
deep ocean in field studies. We must then
apply appropriate scaling factors to deter-

mine whether globally significant quanti-
ties of CO2 can be removed from the at-
mosphere to the deep ocean in this way. 

The Southern Ocean (see the figure) is
the most important region for possible cli-
mate regulation by iron fertilization. In this
high-nitrate low-chlorophyll (HNLC) re-
gion, large quantities of surface macronu-
trients return to the deep ocean via the flow
of intermediate and deep waters. According
to the “iron hypothesis” (5), adding iron to
these nutrient-rich surface waters will in-
crease phytoplankton biomass, resulting in
increased uptake of CO2 by the phytoplank-
ton living in the surface ocean.

In the Southern Ocean, there have been
three open-ocean iron-enrichment experi-
ments: SOIREE (Southern Ocean Iron
Enrichment Experiment) (6), EisenEx-1
[Eisen(=Iron) Experiment] (7), and SOFeX
(Southern Ocean Iron Experiment) (8). All
three produced notable increases in bio-
mass and associated decreases in dissolved
inorganic carbon and macronutrients.
However, evidence of sinking particles car-

rying POC to the deep ocean was limited. 
SOIREE (a 13-day experiment) and

EisenEx-1 (21 days) showed no difference
between particle fluxes in the fertilized and
nonfertilized waters (7, 9–10). During
SOFeX (28 days), we observed in the fer-

C L I M AT E  C H A N G E

Will Ocean Fertilization Work? 
Ken O. Buesseler and Philip W. Boyd

K. O. Buesseler is at Woods Hole Oceanographic
Institution, Woods Hole, MA 02543, USA. E-mail:
kbuesseler@whoi.edu P. W. Boyd is at the Centre
of Physical and Chemical Oceanography, National
Institute for Water and Atmospheric Research,
Department of Chemistry, University of Otago,
Dunedin 9001, New Zealand. E-mail: p.boyd@
niwa.co.nz

Exploring the Southern Ocean. The research
and supply vessel Aurora Australis heads into
an iceberg field off Antarctica.

P E R S P E C T I V E S

www.sciencemag.org SCIENCE VOL 300 4 APRIL 2003

 o
n 

O
ct

ob
er

 2
2,

 2
01

2
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

Monday, March 11, 13



11 JANUARY 2008 VOL 319 SCIENCE www.sciencemag.org162

POLICYFORUM

T
he consequences of global climate

change are profound, and the scien-

tific community has an obligation to

assess the ramifications of policy options for

reducing greenhouse gas emissions and

enhancing CO
2

sinks in reservoirs other than

the atmosphere (1, 2).

Ocean iron fertilization (OIF), one of sev-

eral ocean methods proposed for mitigating

rising atmospheric CO
2
, involves stimulating

net phytoplankton growth by releasing iron

to certain parts of the surface ocean. The

international oceanographic community has

studied OIF, including 12 major field pro-

grams with small-scale, purposeful releases

of iron since 1993 (3, 4). Although these

experiments greatly improved our under-

standing of the role of iron in regulating

ocean ecosystems and carbon dynamics,

they were not designed to characterize OIF

as a carbon mitigation strategy. The efficacy

by which OIF sequesters atmospheric CO
2

to

the deep sea remains poorly constrained, and

we do not understand the intended and un-

intended biogeochemical and ecological

impacts. Environmental perturbations from

OIF are nonlocal and are spread over a large

area by ocean circulation, which makes long-

term verification and assessment very diffi-

cult. Modeling studies have addressed

sequestration more directly and have sug-

gested that OIF in areas of persistent high

nutrients (so-called high-nutrient, low-

chlorophyll areas) would be unlikely to

sequester more than several hundred million

tons of carbon per year. Thus, OIF could

make only a partial contribution to mitiga-

tion of global CO
2

increases.

Despite these uncertainties in the science,

private organizations are making plans to

conduct larger-scale iron releases to generate

carbon offsets. We are convinced that, as yet,

there is no scientific basis for issuing such

carbon credits for OIF. Adequate scientific

information to enable a decision regarding

whether credits should be issued could

emerge from reducing uncertainties; this will

only come through targeted research pro-

grams with the following specific attributes:

• Field studies on larger spatial and longer

time scales, because ecological impacts and

CO
2

mitigation are scale-dependent.

• Consideration of OIF in high- and low-

nutrient regions to understand a wider range of

processes that are affected by iron, such as

nitrogen fixation and elemental stoichiometry.

• Detailed measurements in the subsurface

ocean to verify the fate of fixed carbon,

including remineralization length scales of

carbon, iron, and associated elements.

• Broad assessment of ecological impacts

from bacteria and biogeochemistry to fish,

seabirds, and marine mammals.

• Characterization of changes to oxygen

distributions, biophysical climate feed-

backs, and cycling of non-CO
2

greenhouse

gases, such as methane, nitrous oxide, and

dimethylsulfide.

• Long-term monitoring and use of models

to assess downstream effects beyond the

study area and observation period.

• Improved modeling studies of the results

and consequences of OIF, including higher

spatial resolution, better ecosystem parame-

terization, inclusion of other greenhouse

gases, and improved iron biogeochemistry.

• Analysis of the costs, benefits, and

impacts of OIF relative to other climate

and carbon mitigation schemes and to

the impacts of global change if we take

no action.

The organization of such experiments is

as critical as the scientif ic design. The

scope of the problem will require individ-

ual sponsors and partnerships of national

science agencies, philanthropies, and com-

mercial entities. Academic scientists need

to be involved but must maintain inde-

pendence. This can be accomplished by

regulating experiments in a uniform man-

ner under such international agreements as

the London Convention, widely distribut-

ing science plans and results via open

meetings and peer-reviewed journals, and

requiring clear and explicit statements of

conflicts of interest.

This group feels it is premature to sell

carbon offsets from the first generation of

commercial-scale OIF experiments unless

there is better demonstration that OIF effec-

tively removes CO
2
, retains that carbon in

the ocean for a quantifiable amount of time,

and has acceptable and predictable environ-

mental impacts. As with any human manipu-

lation of the environment, OIF carries

potential risks, as well as potential benefits;

moving forward on OIF should only be done

if society is willing to acknowledge explic-

itly that it will result in alteration of ocean

ecosystems and that some of the conse-

quences may be unforeseen. We are cur-

rently facing decisions on climate regula-

tions, such as the post-Kyoto framework

discussed in Bali, carbon cap-and-trade bills

in the U.S. Congress, and consideration

of OIF by the parties to the London

Convention, and we feel that ocean bio-

geochemical research will help inform these

important policy decisions.
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It is premature to sell carbon offsets from

ocean iron fertilization unless research 

provides the scientific foundation to 

evaluate risks and benefits.
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a b s t r a c t

Despite large uncertainties in the fertilization efficiency, natural iron fertilization studies and some of
the purposeful iron enrichment studies have demonstrated that Southern Ocean iron fertilization can
lead to a significant export of carbon from the sea surface to the ocean interior. From an economic
perspective the potential of ocean iron fertilization (OIF) is far from negligible in relation to other
abatement options. Comparing the range of cost estimates to the range of estimates for forestation
projects they are in the same order of magnitude, but OIF could provide more carbon credits even if high
discount rates are used to account for potential leakage and non-permanence. However, the uncertainty
about undesired adverse effects of purposeful iron fertilization on marine ecosystems and
biogeochemistry has led to attempts to ban commercial and, to some extent, scientific experiments
aimed at a better understanding of the processes involved, effectively precluding further consideration
of this mitigation option. As regards the perspective of public international law, the pertinent
agreements dealing with the protection of the marine environment indicate that OIF is to be considered
as lawful if and to the extent to which it represents legitimate scientific research. In this respect, the
precautionary principle can be used to balance the risks arising out of scientific OIF activities for
the marine environment with the potential advantages relevant to the objectives of the climate change
regime. As scientific OIF experiments involve only comparatively small negative impacts within a
limited marine area, further scientific research must be permitted to explore the carbon sequestration
potential of OIF in order to either reject this concept or integrate it into the flexible mechanisms
contained in the Kyoto Protocol.

& 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Today, most countries have accepted a 2 1C temperature
increase above preindustrial levels as maximum tolerable limit
for global warming. An exceedance probability of below 20% for
this limit implies an emission budget of less than 250 GtC from
2000 until 2049, of which more than one third has already been
emitted by now. Extrapolating the current global CO2 emissions
this budget will only last until 2024 [1]. These numbers
emphasize that all options including geoengineering options need
to be considered to mitigate climate change [2]. Geoengineering
options include the enhancement of natural carbon sinks to
reduce atmospheric carbon concentration by removing past
emissions and, thereby, extending the remaining carbon emission
budget. The terrestrial carbon sink can be enhanced by means of
forestation; the oceanic sink can be enhanced by means of iron
fertilization. Doubts have been expressed about the potential of

mitigating climate change by sink enhancement due to its
partially temporary characteristics [3,4]. Nevertheless, terrestrial
vegetation sinks have entered the Kyoto Protocol (2303 UNTS
148-KP) as offsets for anthropogenic greenhouse gas emissions,
but ocean sinks have not.

The potential of ocean iron fertilization (OIF) to enhance the
oceanic carbon sink is questioned in particular due to its
uncertain efficacy and side effects. This has led some authors to
conclude that research and in particular large-scale experiments
on OIF should not be further pursued (e.g. [5]). This article
challenges this view and argues that further research about the
geoengineering potential of OIF is, indeed, necessary. Even
courageous climate polices may run the risk that catastrophic
climate change takes place, although expected to happen with a
low probability. If this risk increases, OIF may become one of the
options of last resort and needs to be explored in a timely manner
[6]. Therefore, it is important to analyze the potential of OIF on
the basis of a comprehensive approach, which brings together the
perspectives of science, economics, and law.

In general there are few studies considering OIF in the context
of an international climate agreement. To our knowledge, the rare
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The Problems with Prior Efforts
๏ Too few in number

๏ Only about a dozen experiments over 20 years

๏ Did not follow full bloom cycle

๏ Limitation of human shipboard stationkeeping

๏ Measurements and observations were not comprehensive enough

๏ Limitation of available sensors, samplers, profilers

๏ Limit of human shipboard stationkeeping
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The Problems with Prior Efforts
๏ Limited use of remote sensing with ground truth calibration

๏ Did not report results quickly enough

๏ e.g., EIFEX conducted in 2004, results reported in 2012
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Future Fertilization Experiments
๏ Establish comprehensive baseline prior to fertilization

๏ Follow entire history of bloom throughout the water column and along 
the current path

๏ Tight integration with remote sensing

๏ Fleet of autonomous samplers and “mother ships”

๏ Data release within 24 hours - “Bermuda Agreement” - HGP

๏ Continuously refine and repeat
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United Nations Convention on Biological Diversity (CBD)

Convention on the Prevention of Marine Pollution by 
Dumping of Wastes and Other Matter (1972 London 
Convention and 1996 London Protocol)

United Nations Convention on the Law of the Sea 
(UNCLOS)

Monday, March 11, 13



Kiyomura, K.K. - $1.76 million!
222 kg Pacific Bluefin Tuna - January 2013
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“Farming” the Sea
๏ In the deep ocean, we are still only 

“hunter gatherers”

๏ Despite the lack of fences, we need to 
learn how to replenish our rapidly 
diminishing seafood stocks

๏ It starts at the bottom of the food chain 
with the same phytoplankton that fix, 
and potentially “seaquester” CO2

๏ What’s the right “fertilizer” and how do 
we best apply it?
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Get Involved - Take Action!
	 	 What can I do?
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For Addison & Courtland
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